Knowledge in digital form offers unprecedented access to information through the Internet but at the same time is subject to ever-greater restrictions through intellectual property legislation, over-patenting, licensing, over-pricing, and lack of preservation. Looking at knowledge as a commons—as a shared resource—allows us to understand both its limitless possibilities and what threatens it. In *Understanding Knowledge as a Commons*, experts from a range of disciplines discuss the knowledge commons in the digital era—how to conceptualize it, protect it, and build it.

Contributors consider the concept of the commons historically and offer an analytic framework for understanding knowledge as a shared social-ecological system. They look at ways to guard against enclosure of the knowledge commons, considering, among other topics, the role of research libraries, the advantages of making scholarly material available outside the academy, and the problem of disappearing Web pages. They discuss the role of intellectual property in a new knowledge commons, the open access movement (including possible funding models for scholarly publications), the development of associational commons, the application of a free/open source framework to scientific knowledge, and the effect on scholarly communication of collaborative communities within academia, and offer a case study of EconPort, an open access, open source digital library for students and researchers in microeconomics. The essays clarify critical issues that arise within these new types of commons, and offer guidelines for future theory and practice.

Charlotte Hess is Director of the Digital Library of the Commons at Indiana University. Elinor Ostrom is Arthur F. Bentley Professor of Political Science, Co-Director of the Workshop in Political Theory and Policy Analysis at Indiana University, and Director of the Center for the Study of Institutions, Population, and Environmental Change (CIPEC) at Indiana University.
Understanding Knowledge as a Commons
This book is dedicated to the memory of Gerry Bernbom (1952–2003) who continues to be a source of inspiration and wisdom.
Contents

Preface ix

I Studying the Knowledge Commons 1
1 Introduction: An Overview of the Knowledge Commons 3
Charlotte Hess and Elinor Ostrom

2 The Growth of the Commons Paradigm 27
David Bollier

3 A Framework for Analyzing the Knowledge Commons 41
Elinor Ostrom and Charlotte Hess

II Protecting the Knowledge Commons 83
4 Countering Enclosure: Reclaiming the Knowledge Commons 85
Nancy Kranich

5 Mertonianism Unbound? Imagining Free, Decentralized Access to
Most Cultural and Scientific Material 123
James Boyle

6 Preserving the Knowledge Commons 145
Donald J. Waters

III Building New Knowledge Commons 169
7 Creating an Intellectual Commons through Open Access 171
Peter Suber

8 How to Build a Commons: Is Intellectual Property Constrictive,
Facilitating, or Irrelevant? 209
Shubha Ghosh
9 Collective Action, Civic Engagement, and the Knowledge Commons 247
   Peter Levine

10 Free/Open-Source Software as a Framework for Establishing Commons in Science 277
   Charles M. Schweik

11 Scholarly Communication and Libraries Unbound: The Opportunity of the Commons 311
   Wendy Pradt Lougee

12 EconPort: Creating and Maintaining a Knowledge Commons 333
   James C. Cox and J. Todd Swarthout

Glossary 349
Index 353
In the spring of 2004, Charlotte Hess and Elinor Ostrom hosted a meeting titled “Workshop on Scholarly Communication as a Commons.” The idea of this working session grew out of several parallel events, including the discussions at the Conference on the Public Domain organized and chaired by James Boyle at Duke University in November 2001. It is also an outgrowth of the many years of research, case studies, and theoretical work on the commons undertaken at the Workshop in Political Theory and Policy Analysis (Workshop), Indiana University. While earlier work focused primarily on the study of natural resources as commons, more recent interest has developed at the Workshop on the scholarly information and digital media as commons, the erosion of those commons through recent legislation, and the necessity of building new institutions in order to sustain those commons. An early attempt at struggling with these issues was our development of the Digital Library of the Commons, which seeks to combine digital preservation of high-quality information, self-publication, and multimedia storage, while serving as the primary reference tool for interdisciplinary research on the commons.

The two-day event, funded by The Andrew W. Mellon Foundation, brought together leading interdisciplinary scholars to examine the current state of research and development of scholarly communication and the knowledge commons. Many of the participating scholars had already been thinking and writing about one of the many “commons” aspects of scholarly communication. The first objective of the meeting was to produce papers that could give other scholars as well as researchers and practitioners who create digital resources and affect digital policy, a sense of the current status of research on scholarly communication as an information commons, an idea of where it is headed,
and an awareness of critical dilemmas and policy issues. We deliberately assembled a group of scholars who could address both theoretical and empirical concerns—that is, who were able to ground discussion of future research and action in a thorough synthesis of current theory and practice.

The initial focus on scholarly communication as a commons was chosen to more carefully focus the subject and to allow for the integration of study areas that have been traditionally segregated, such as intellectual property rights, computer codes and infrastructure, academic libraries, invention and creativity, open-source software, collaborative science, citizenship and democratic processes, collective action, information economics, and the management, dissemination, and preservation of the scholarly record. Other important dilemmas within the information commons, such as globalization, complexity, westernization of knowledge, indigenous knowledge and rights, and the growing problem of computer waste were kept in mind. The group also explored the question of what models and frameworks of analysis are most beneficial in building a new research agenda for this complex commons.

Some of the questions posed were: Is it possible to transfer lessons learned from the environmental movement to the knowledge-commons ecosystem? What can research on the natural-resource commons teach us about the dilemmas of scholarly communication? How can legal scholars, social scientists, and librarians and information specialists best work together to preserve the intellectual commons? Can new technologies, rules, and self-governing communities help bridge the gaps between traditional libraries, publishers, researchers, and policymakers?

The concrete goals of the meeting were to

- Identify essential “commons” of concern within the vast terrain of scholarly communication
- Reach consensus on definitions
- Map some key knowledge gaps
- Discuss and apply an analytical framework, if possible
- Draft a report to The Andrew W. Mellon Foundation outlining a new research agenda for the study of information or scholarly communication as a commons
- Identify future actions to further this agenda
The group sought to integrate perspectives that are frequently segregated within the scholarly-communication arena, such as intellectual property rights; information technology (including hardware, software, code and open source, and infrastructure); traditional libraries; digital libraries; invention and creativity; collaborative science; citizenship and democratic processes; collective action; information economics; and the management, dissemination, and preservation of the scholarly record.

Since that time, our ideas have grown and developed. We have been fortunate to add a couple of new scholars in the process, and regret that a few needed to withdraw due to previous commitments.

Our understanding of this complex commons has evolved considerably since the initial meeting. While our focus was originally on scholarly communication, we came to agree with Boyle, Lynch, and others that equating the knowledge commons with the “scholarly-communication” arena was too limiting and, perhaps, parochial. It became more and more apparent that any useful study of the users, designers, contributors, and distributors of this commons could not be cordoned off to the domain of the ivory tower. Who can any longer set the boundaries between scholarly and nonscholarly information? On the other hand, we found it useful to examine some of the long-enduring knowledge commons and related institutional rules, especially in the context of exponential technological change.

Participants included

**James Boyle**, William Neal Reynolds Professor of Law and Faculty Co-Director of the Center for the Study of the Public Domain, Duke Law School, Durham, North Carolina

**James Cox**, Noah Langdale Jr. Chair in Economics; Georgia Research Alliance Eminent Scholar; Director, Experimental Economics Center, University of Arizona

**Charlotte Hess**, Director, Workshop Research Library, and Digital Library of the Commons, Indiana University, Bloomington

**Nancy Kranich**, past president of the American Library Association; former Associate Dean of Libraries at New York University

**Peter Levine**, Director of CIRCLE, The Center for Information and Research on Civic Learning and Engagement; a research scholar at the Institute for Philosophy & Public Policy at the University of Maryland; Steering Committee Chair of the Campaign for the Civic Mission of Schools
The sessions were expertly moderated by Margaret Polski, Senior Research Fellow at the Institute for Development Strategies, Indiana University (IU). Some of the attendees and active contributors to the discussions were Blaise Cronin, Rudy Professor of Information Science and Dean of the IU School of Library and Information Science; Suzanne Thorin, Dean of the IU Libraries; Jorge Schement, Pennsylvania State University Distinguished Professor of Communications; Marco Janssen, Assistant Professor of Informatics; Robert Goehlert, IU Librarian for Economics and Political Science; Harriette Hemmasi, Associate Dean, IU Libraries; Laura Wisen, Coordinator of Workshop Research Library and SLIS graduate student; and Alice Robbin, IU Professor of Information Science.

While a couple of the original participants have dropped out due to previous commitments, as noted, we have been fortunate to add two outstanding thinkers on the commons:
David Bollier, Journalist, Consultant, Senior Fellow, USC Annenberg School for Communication, The Norman Lear Center, and Co-Founder and board member, Public Knowledge

Shubha Ghosh, Professor, Dedman School of Law, Southern Methodist University, Dallas
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Studying the Knowledge Commons
Introduction: An Overview of the Knowledge Commons

Charlotte Hess and Elinor Ostrom

Two monks were arguing about a flag. One said, “The flag is moving.” The other said, “The wind is moving.” The sixth patriarch, Zeno, happened to be passing by. He told them, “Not the wind, not the flag; mind is moving.”
—Douglas R. Hofstadter, Gödel, Escher, Bach

The Purpose of This Book

This book is intended as an introduction to a new way of looking at knowledge as a shared resource, a complex ecosystem that is a commons—a resource shared by a group of people that is subject to social dilemmas. The traditional study of knowledge is subdivided into epistemic areas of interests. Law professors argue the legal aspects of knowledge in regard to intellectual property rights. Economists consider efficiency and transaction costs of information. Philosophers grapple with epistemology. Librarians and information scientists deal with the collection, classification, organization, and enduring access of published information. Sociologists examine behaviors of virtual communities. Physical scientists study natural laws. Every discipline, of course, has a claim on knowledge; this is the common output of all academic endeavors. The focus here is to explore the puzzles and issues that all forms of knowledge share, particularly in the digital age. The intention is to illustrate the analytical benefits of applying a multitiered approach that burrows deeply into the knowledge-commons ecosystem, drawing from several different disciplines.

Brief History of the Study of the Knowledge Commons

The exploration of information and knowledge as commons is still in its early infancy. Nevertheless, the connection between “information” in its
various forms and “commons” in its various forms has caught the attention of a wide range of scholars, artists, and activists. The “information-commons” movement emerged with striking suddenness. Before 1995, few thinkers saw the connection. It was around that time that we began to see a new usage of the concept of the “commons.” There appears to have been a spontaneous explosion of “ah ha” moments when multiple users on the Internet one day sat up, probably in frustration, and said, “Hey! This is a shared resource!” People started to notice behaviors and conditions on the web—congestion, free riding, conflict, overuse, and “pollution”—that had long been identified with other types of commons. They began to notice that this new conduit of distributing information was neither a private nor strictly a public resource.

An increasing number of scholars found that the concept of the “commons”1 helped them to conceptualize new dilemmas they were observing with the rise of distributed, digital information. In the mid-1990s, articles suddenly started appearing in various disciplines addressing some aspect of this new knowledge commons. Some information scientists made inroads in new areas of virtual communities and commons (Rheingold 1993; Brin 1995; Hess 1995; Kollock and Smith 1996). Others explored commons dilemmas on the web, such as congestion and free riding (Huberman and Lukose 1997; Gupta et al. 1997). The largest wave of “new-commons” exploration appeared in the legal reviews. Commons became a buzzword for digital information, which was being enclosed, commodified, and overpatented.² Whether labeled the “digital,” “electronic,” “information,” “virtual,” “communication,” “intellectual,” “Internet,” or “technological” commons, all these concepts address the new shared territory of global distributed information.

Study of Traditional Commons

For us, the analysis of knowledge as a commons has its roots in the broad, interdisciplinary study of shared natural resources, such as water resources, forests, fisheries, and wildlife. Commons is a general term that refers to a resource shared by a group of people. In a commons, the resource can be small and serve a tiny group (the family refrigerator), it can be community-level (sidewalks, playgrounds, libraries, and so on), or it can extend to international and global levels (deep seas, the atmosphere, the Internet, and scientific knowledge). The commons can be well bounded (a community park or library); transboundary (the Danube
River, migrating wildlife, the Internet); or without clear boundaries (knowledge, the ozone layer).

Commons analysts have often found it necessary to differentiate between a commons as a resource or resource system and a commons as a property-rights regime. Shared resource systems—called common-pool resources—are types of economic goods, independent of particular property rights. Common property on the other hand is a legal regime—a jointly owned legal set of rights (Bromley 1986; Ciriacy-Wantrup and Bishop 1975). Throughout this book, the more general term commons is preferred in order to describe the complexity and variability of knowledge and information as resources. Knowledge commons can consist of multiple types of goods and regimes and still have many characteristics of a commons.

Potential problems in the use, governance, and sustainability of a commons can be caused by some characteristic human behaviors that lead to social dilemmas such as competition for use, free riding, and over-harvesting. Typical threats to knowledge commons are commodification or enclosure, pollution and degradation, and nonsustainability.

These issues may not necessarily carry over from the physical environment to the realm of the knowledge commons. There is a continual challenge to identify the similarities between knowledge commons and traditional commons, such as forests or fisheries, all the while exploring the ways knowledge as a resource is fundamentally different from natural-resource commons.

With “subtractive” resources such as fisheries, for instance, one person’s use reduces the benefits available to another. High subtractability is usually a key characteristic of common-pool resources. Most types of knowledge have, on the other hand, traditionally been relatively nonsubtractive. In fact, the more people who share useful knowledge, the greater the common good. Consideration of knowledge as a commons, therefore, suggests that the unifying thread in all commons resources is that they are jointly used, managed by groups of varying sizes and interests.

Self-organized commons require strong collective-action and self-governing mechanisms, as well as a high degree of social capital on the part of the stakeholders. Collective action arises “when the efforts of two or more individuals are needed to accomplish an outcome” (Sandler 1992, 1). Another important aspect of collective action is that it is voluntary on the part of each individual (Meinzen-Dick, Di Gregorio, and
McCarthy 2004). **Self-governance** requires collective action combined with “knowledge and will on the one hand, and supporting and consistent institutional arrangements on the other hand.”3 **Social capital** refers to the aggregate value of social networks (i.e., who people know), and the inclinations that arise from these networks for people to do things for each other (i.e., the norms of reciprocity) (Putnam 2000). Throughout this book we will see these three elements—collective action, self-governance, and social capital—frequently in play.

Since the mid-1980s and the formation of the International Association for the Study of Common Property,4 a large number of international, interdisciplinary studies have focused on various types of commons resources. More and more researchers began to realize that combining disciplines and pooling knowledge was the only way to arrive at deeper understandings of effective commons management. One well-known fisheries researcher illustrates the urgent need for a multidisciplinary approach in the introduction to her 1989 edited volume:

> [The authors] share a belief that we can no longer afford to tackle these intractable problems in isolation from one another. All efforts are needed. All examples add something to our understanding. The making of this book had already stimulated unusual collaboration in research and our hope is that it will further the process of bringing about better communication across disciplines and between theoreticians and practitioners. (Pinkerton 1989)

To be able to understand the complex processes at work in a commons such as a fishery, researchers over the past twenty years5 have demonstrated the necessity of examining the biological, economic, political, and social elements involved that lead to the success or failure of the resource system.

While the bulk of commons research has been aimed at natural-resource commons, particularly forests and land, fisheries, and water resources, attention to human-made resources has increased dramatically since 1995. Whether the focus is traditional or new, however, the essential questions for any commons analysis are inevitably about equity, efficiency, and sustainability. **Equity** refers to issues of just or equal appropriation from, and contribution to, the maintenance of a resource. **Efficiency** deals with optimal production, management, and use of the resource. **Sustainability** looks at outcomes over the long term. Many studies hone in on issues of property-rights regimes and the various challenges of common property. Indeed, the important distinctions between the terms “common property” and “common-pool resource” grew out of this scholarship.
One of the truly important findings in the traditional commons research was the identification of design principles of robust, long-enduring, common-pool resource institutions (Ostrom 1990, 90–102). These principles are

- Clearly defined boundaries should be in place.
- Rules in use are well matched to local needs and conditions.
- Individuals affected by these rules can usually participate in modifying the rules.
- The right of community members to devise their own rules is respected by external authorities.
- A system for self-monitoring members’ behavior has been established.
- A graduated system of sanctions is available.
- Community members have access to low-cost conflict-resolution mechanisms.
- Nested enterprises—that is, appropriation, provision, monitoring and sanctioning, conflict resolution, and other governance activities—are organized in a nested structure with multiple layers of activities.

These principles were discovered after conducting a large set of empirical studies on common-pool resource governance. One of the central findings was that an extremely rich variety of specific rules were used in systems sustainable over a long time period. No single set of specific rules, on the other hand, had a clear association with success. Only after grappling with this wide diversity of robust systems was it possible to identify general principles that tended to underlie the robust institutions. The eight factors identified were those found to exist in most robust institutions—but they were absent in failed systems. These principles have inspired hundreds of studies. And they are, indeed, helpful as a possible place to start an investigation. But they are in no way prescriptive—nor are they models. Rather, they are insightful findings in the analysis of small, homogeneous systems. Whether they apply to the study of large and complex systems like the knowledge commons is a question for further research.

**Knowledge as a Resource**

*Knowledge* in this book refers to all intelligible ideas, information, and data in whatever form in which it is expressed or obtained. Our
thinking is in line with that of Davenport and Prusak (1998, 6), who write that “knowledge derives from information as information derives from data.” Machlup (1983, 641) introduced this division of data-information-knowledge, with data being raw bits of information, information being organized data in context, and knowledge being the assimilation of the information and understanding of how to use it. Knowledge as employed in this book refers to all types of understanding gained through experience or study, whether indigenous, scientific, scholarly, or otherwise nonacademic. It also includes creative works, such as music and the visual and theatrical arts. Some view knowledge as polemical, in that it has “dual functions”—as a commodity and as a constitutive force of society (Reichman and Franklin 1999; Braman 1989). This dual functionality as a human need and an economic good immediately suggests the complex nature of this resource. Acquiring and discovering knowledge is both a social process and a deeply personal process (Polanyi 1958).

Further, knowledge is cumulative. With ideas the cumulative effect is a public good, so long as people have access to the vast storehouse, but access and preservation were serious problems long before the advent of digital technologies. An infinite amount of knowledge is waiting to be unearthed. The discovery of future knowledge is a common good and a treasure we owe to future generations. The challenge of today’s generation is to keep the pathways to discovery open.

Ensuring access to knowledge is made easier by examining the nature of knowledge and identifying the ways in which it is a commons. This approach is in contrast to the standard economics literature. In that literature, knowledge has often been used as the classic example of a pure public good—a good available to all and where one person’s use does not subtract from another’s use. In the classic treatment of public goods, Paul A. Samuelson (1954, 387–389) classified all of the goods that might be used by humans as either pure private or pure public. Samuelson and others, including Musgrave (1959), placed all the emphasis on exclusion. Goods where individuals could be excluded from use were considered private goods. When economists first dealt with these issues, they focused on the impossibility of exclusion, but they later moved toward a classification based on the high cost of exclusion. Goods were then treated as if there were only one dimension. It was not until scholars developed a twofold classification of goods (V. Ostrom and E. Ostrom 1977) that a second attribute of goods was fully acknowledged. The new schema
introduced *subtractability* (sometimes referred to as *rivalry*), where one person’s use subtracted from the available goods for others, as an equally important determinant of the nature of a good. This led to a two-dimensional classification of goods (see figure 1.1).

Knowledge, in its intangible form, fell into the category of a public good since it was difficult to exclude people from knowledge once someone had made a discovery. One person’s use of knowledge (such as Einstein’s theory of relativity) did not subtract from another person’s capacity to use it. This example refers to the ideas, thoughts, and wisdom found in the reading of a book—not to the book itself, which would be classified as a private good.

Throughout this book, we use the terms *knowledge commons* and *information commons* interchangeably. While some chapters focus specifically on scholarly and scientific communication, the issues discussed have crucial relevance that extend far beyond the ivory tower. Some aspect of knowledge in digital form is the primary focus of all the chapters, primarily because the technologies that allow global, interoperable distribution of information have most dramatically changed the structure of knowledge as a resource. One of the critical factors of digital knowledge is the “hyperchange” of technologies and social networks that affects every aspect of how knowledge is managed and governed, including how it is generated, stored, and preserved.

The growing number of studies regarding various approaches to the knowledge commons indicates the complexity and interdisciplinary nature of these resources. Some knowledge commons reside at the local level, others at the global level or somewhere in between. There are

<table>
<thead>
<tr>
<th>EXCLUSION</th>
<th>SUBTRACTABILITY</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Difficult</strong></td>
<td>Public goods</td>
<td>Useful knowledge</td>
<td>Common-pool resources</td>
</tr>
<tr>
<td></td>
<td>Sunsets</td>
<td>Libraries</td>
<td>Irrigation systems</td>
</tr>
<tr>
<td><strong>Easy</strong></td>
<td>Toll or club goods</td>
<td>Journal subscriptions</td>
<td>Private goods</td>
</tr>
<tr>
<td></td>
<td>Day-care centers</td>
<td>Personal computers</td>
<td>Doughnuts</td>
</tr>
</tbody>
</table>

Figure 1.1
Types of goods. *Source:* Adapted from V. Ostrom and E. Ostrom 1977
clearly multiple uses and competing interests in these commons. Corporations have supported increased patents and copyright terms, while many scientists, scholars, and practitioners take actions to ensure free access to information. Universities find themselves on both sides of the commons fence, increasing their number of patents and relying more and more on corporate funding of research, while at the same time encouraging open access and establishing digital repositories for their faculty’s research products.

Most of the problems and dilemmas discussed in this book have arisen since the invention of new digital technologies. The introduction of new technologies can play a huge role in the robustness or vulnerability of a commons. New technologies can enable the capture of what were once free and open public goods. This has been the case with the development of most “global commons,” such as the deep seas, the atmosphere, the electromagnetic spectrum, and space, for example. This ability to capture the previously uncapturable creates a fundamental change in the nature of the resource, with the resource being converted from a nonrivalrous, nonexclusionary public good into a common-pool resource that needs to be managed, monitored, and protected, to ensure sustainability and preservation.

The Tragicomedy of the Commons

The analysis of any type of commons must involve the rules, decisions, and behaviors people make in groups in relation to their shared resource. Economist Mancur Olson’s influential *The Logic of Collective Action* (1965) is still being read by students today as a basic introduction to the challenges of human organization. Collective action, voluntary groups working to achieve a shared goal, is a key ingredient in understanding commons. Olson laid the groundwork for the study of incentives for people to contribute to a joint endeavor and outlined the basic problem of free riding, where one reaps benefits from the commons without contributing to its maintenance.

The impetus for countless studies has been the model of “The Tragedy of the Commons” (Hardin 1968). Biologist Garrett Hardin created a memorable metaphor for overpopulation, where herdsmen sharing a common pasture put as many cattle as possible out to graze, acting in their own self-interest. The tragedy is expressed in Hardin’s (1968, 1244) famous lines: “Ruin is the destination toward which all men rush, each
pursuing his own best interest in a society that believes in the freedom of the commons. Freedom in a commons brings ruin to all.” This is one of the most often cited and influential articles in the social sciences and is still taught in large numbers of university courses worldwide.

Hardin’s vivid narrative contains a number of contentions that commons scholars have repeatedly found to be mistaken: (1) he was actually discussing open access rather than managed commons; (2) he assumed little or no communication; (3) he postulated that people act only in their immediate self-interest (rather than assuming that some individuals take joint benefits into account, at least to some extent); (4) he offered only two solutions to correct the tragedy—privatization or government intervention. Whether studying California groundwater basins, North Atlantic fisheries, African community forests, or Nepalese irrigation systems, scientific case studies frequently seem to answer: Au contraire, Monsieur Hardin! There may be situations where this model can be applied, but many groups can effectively manage and sustain common resources if they have suitable conditions, such as appropriate rules, good conflict-resolution mechanisms, and well-defined group boundaries.8

A knowledge-commons variation of the tragedy of the commons that has become quite popular in the law literature is the concept of the anti-commons. The term was originally applied to extreme regulatory regimes in real property.9 Adapted by Michael Heller in 1998,10 the tragedy of the anticommons in the knowledge arena lies in the potential underuse of scarce scientific resources caused by excessive intellectual property rights and overpatenting in biomedical research.

Another frequently used model in commons analysis is the prisoner’s dilemma (PD), developed in the early days of game theory in 1950 by mathematician A. W. Tucker at Stanford (Cunningham 1967, 11). The original narrative of the two-person, noncooperative, non-zero-sum game concerns two criminals who are interviewed separately about a crime. Each is given a strong incentive by the prosecutor to inform against the other. The prisoner’s dilemma has remained popular perhaps because it is one of the simplest formal games to understand and can quickly illustrate the problems of collective action and irrational group behavior when trust and reciprocity have little opportunity to develop and be expressed.

All of these models—collective inaction, tragedy of the commons, and the PD game—can be useful in helping to conceptualize some of the
incentives in simple situations involving various forms of knowledge commons. The problem with them is that they have been overused as realistic models of much more complex and dynamic situations. They are frequently put forth as explaining why participants are “trapped” in perverse incentives and cannot themselves find ways of increasing trust, developing norms of reciprocity, or crafting new rules. Yet they are certainly not predictive of all situations involving a commons dilemma or any of the specific pet solutions offered to solve these problems. As study after study demonstrates, there is no one solution to all commons dilemmas.

Two Intellectual Histories

Curiously, most of the interdisciplinary work on the knowledge commons to date is not an outgrowth of the natural-resource commons literature (although the tragedy of the commons still “plays” at all the knowledge-commons theaters). Rather, it is rooted in two distinct intellectual histories: the history of enclosure and the history of openness and inclusiveness—that is, democracy and freedom.

Historically in Europe, “commons” were shared agricultural fields, grazing lands, and forests that were, over a period of 500 years, enclosed, with communal rights being withdrawn, by landowners and the state. The narrative of enclosure is one of privatization, the haves versus the have-nots, the elite versus the masses. This is the story of Boyle’s (2003) “Second Enclosure Movement,” featuring the enclosure of the “intangible commons of the mind,” through rapidly expanding intellectual property rights. The occurrence of enclosure is an important rallying cry on the part of legal scholars, librarians, scientists, and, really, anyone who is alert to the increasing occurrence of privatization, commodification, and withdrawal of information that used to be accessible, or that will never be available in our lifetimes.

This trend of enclosure is based on the ability of new technologies to “capture” resources that were previously unowned, unmanaged, and thus, unprotected. This is the case with outer space, with the electromagnetic spectrum, and with knowledge and information. The case of distributed digital technologies is particularly complex and problematic, as many stakeholders seek to renegotiate their interests in the new digital environment. Currently there are a vast array of enclosure threats to
information and knowledge—including computer code as law (Lessig 1999) and new intellectual property legislation (DMCA, TRIPS, the Copyright Term Extension Act, the Patriot Act, and so on)—that undermine free access to public, scientific, and government information.11

Historically in the United States, commons has most often referred to shared spaces that allow for free speech and the democratic process, most notably the New England town commons. This is the focus of Benkler’s (2004) “commons-based production.”12 It is the narrative of digital interoperability, open science, collaboratories and scholarly networks, voluntary associations, and collective action. The U.S.-type commons underscores the importance of shared spaces and shared knowledge in fostering viable democratic societies. Libraries, as Kranich (2004) has pointed out, have been the quintessential strongholds of democracy. Traditionally, libraries have been the “protected areas” of the knowledge commons and librarians are the stewards. This narrative calls forth the urgency for all information users and providers to become stewards of the global digital commons.

Clarifying Confusion Surrounding the Knowledge Commons

Two common sources of confusion in the knowledge-commons literature require clarification. First, open access to information is a horse of a much different color than open access to land or water. In the latter case, open access can mean a free-for-all, as in Hardin’s grazing lands, leading to overconsumption and depletion. With distributed knowledge and information the resource is usually nonrivalrous. As Suber points out in this book, open access in the information ecosystem means free and unfettered access, without costs or permissions. Authors who choose to make their works available for free may still retain their copyrights. In this instance, instead of having negative effects, open access of information provides a universal public good: the more quality information, the greater the public good.

Second, the knowledge commons is not synonymous with open access, although the content and the community network of the open-access movement, as Suber and Ghosh discuss in their chapters, are types of commons. Forgive us for repeating that a commons is a shared resource that is vulnerable to social dilemmas. Outcomes of the interactions of people and resources can be positive or negative or somewhere in
between. Frequently, within the intellectual arena, the concept of the commons is a battle cry for free speech, universal open access, and self-governance, as a 2004 conference session illustrated:

With the Internet nurturing the sharing spirit inherent in man, commons has taken on a new meaning. Free software proved spectacularly that the commons is a viable alternative to commodification. The term Digital Commons is widely used but only loosely defined, ranging from jointly owned intellectual property to public property and the public domain. Still, it has an obvious evocative power, and the potential to reconceptualize our knowledge environment and to unite those fighting for its freedom. (Program abstract for “The Future of the Digital Commons,” at the 2004 WOS3 Conference, http://wizards-of-os.org/index.php?id=1551)

This use of the word *commons* is not infrequent. It can be constructive and often provides the impetus to collective action around the commons. But a commons is not value laden—its outcome can be good or bad, sustainable or not—which is why we need understanding and clarity, skilled decision-making abilities, and cooperative management strategies in order to ensure durable, robust systems.

**The Knowledge Ecosystem, Collective Action, and Self-Governance: An Overview of the Chapters in This Book**

The rapidly expanding world of distributed digital information has infinite possibilities as well as incalculable threats and pitfalls. The parallel, yet contradictory trends, where, on the one hand, there is unprecedented access to information through the Internet but where, on the other, there are ever-greater restrictions on access through intellectual property legislation, overpatenting, licensing, overpricing, withdrawal, and lack of preservation, indicate the deep and perplexing characteristics of this resource.

Knowledge, which can seem so ubiquitous in digital form, is, in reality, more vulnerable than ever before. When hard-copy journals, for instance, were sold to libraries and individuals, the decentralization of multiple copies made the works robust. When journals are in digital form and licensed to libraries or individuals, the works are centralized and vulnerable to the whims or happenstance of the publisher. Users who rely on certain journals being indexed in LexisNexis or other large indexing services, are frustrated to find one day that those journals were dropped and will no longer be indexed. A vast amount of government
information that used to be freely available online was withdrawn after 9/11 and not replaced. Or, cyberterrorists are too often able to infect or damage a system or steal confidential information.

On the other hand, collective-action initiatives, such as open access, and Free/Libre and Open Source Software development, are ensuring much greater accessibility and robustness of digital resources. Many questions exist as to how to develop future initiatives that will increase the security of digital knowledge while not blocking access to those who would benefit greatly from its use. Several of these issues are addressed in the chapters to follow in this book.

The book is divided into three parts. Part I, “Studying the Knowledge Commons,” focuses on new ways to conceptualize and analyze knowledge as a complex, global, shared resource. In chapter 2, David Bollier reflects on the evolution of the meaning of the commons from a concept describing some historical developments to its current applications to the realm of knowledge. Although Garrett Hardin’s essay brought new attention to the idea of the commons, its misconceptions tended to discredit the commons as an effective instrument of community governance. After all, if a “tragedy” of the commons is inevitable, why study it? However, in the mid-1980s, the flaws in this analysis were explored and scholarly interest in the commons began to take root. Interest in the commons grew further in the mid-1990s as the Internet engendered new types of social communities and communication in an entirely new public sphere, cyberspace. Yet even with these developments, the concept of the commons remains novel and alien to many people. Mindful of this history, Bollier helps readers develop new cognitive maps that enable them to visualize the knowledge commons in a new light. He points out the massive shift in our daily life that has resulted from being online, and how the radical changes in social and economic aspects of knowledge production have generated new problems unforeseen only a few decades ago. Now, instead of being worried about the absence of clearly defined property rights, serious thinkers are equally concerned with the imposition of private control over knowledge that many argue should be in the public domain. The challenge is how to blend systems of rules and norms related to this new commons to guarantee general access to the knowledge that empowers humans while ensuring recognition and support for those who create knowledge in its various forms.

In the third chapter, Elinor Ostrom and Charlotte Hess present the Institutional Analysis and Development (IAD) framework that has been
developed over several decades by colleagues at the Workshop in Political Theory and Policy Analysis at Indiana University. The IAD framework originally emerged from our extensive research on urban public goods, including policing and education (see McGinnis 1999 for an overview, and Ostrom 2005 for an extensive exposition). It was most fully developed as we and our colleagues struggled with an understanding of complex linked social-ecological systems; we were trying to understand how diverse rules affect the likelihood of sustaining or destroying common-pool resources, including groundwater basins, irrigation systems, grazing systems, and forests. We think the framework will now be of value in understanding knowledge as a commons—in regard to both the public-good aspects of this commons and the common-pool resource aspects. Our goal is to make the framework as accessible as possible in order to heighten interest and facilitate further applications. As an illustration, the framework is loosely applied to the action arena of building a university repository, a locally produced, globally harvested complex commons.

Part II of the book, “Protecting the Knowledge Commons,” contains contributions from several well-known authors concerning the problem of safeguarding the knowledge commons. These chapters draw from the tradition of guarding against enclosure of the commons. In chapter 4, Nancy Kranich looks at different types of enclosures of knowledge commons. She gives a broad review of the role of research libraries in protecting knowledge, as well as making it available to citizens, as cornerstones of democracy in the contemporary world. Kranich provides historical background to the current enclosures facing research libraries, including those caused by the skyrocketing costs of journals. To a large extent, the current budget crises are an inadvertent consequence of scholarly societies turning the publishing of their journals over to private firms in the 1980s in order to gain high-quality printed journals at a lower cost to the academic editors and universities involved. The cost of journals has risen more than three times the increase in the consumer price index since 1986! This has had further ramifications for the publication of books and the availability of printed scholarly communications, especially those located in universities facing stringent budgetary pressures. These developments, as well as amendments to copyright laws, increased government secrecy, and other enclosures, contextualize Kranich’s reviews of contemporary efforts to utilize new technologies and new legal concepts to reclaim scientific and intellectual assets through diverse open-
access initiatives. She also suggests ways to advance the theory and practice of sustainable knowledge commons.

James Boyle is a well-known and articulate spokesperson for the protection of the intellectual public domain. In chapter 5, he brings together two seemingly disparate thoughts. Drawing from the work of sociologist Robert Merton, he discusses the possible impact of fencing off scholarship from the general public. He postulates that greater access to cultural and scientific materials by individuals and groups outside the academy might have a remarkable impact on scholarship, culture, and possibly even science. He urges that the knowledge commons not be restricted to the scholarly community. Boyle also writes about the fencing off of ideas through copyright and licensing restrictions. He poses some interesting questions. Would the original author of a very successful series of books—he uses J. K. Rowling’s Harry Potter books as an example—really be concerned that copyright protected her work for seventy years after her death rather than merely fifty years? Yes, if a corporation held the rights, they would be concerned to gain protection for as long as a government was willing to assign it. Those extra years, however, have nothing to do with creating an incentive to put in the hours of work needed to produce good books, pathbreaking research, or enticing music. At a substantial cost to the public, those extra years of protection generate profit to those who did not make the original investment in producing creative work. The chapter illustrates that knowledge is the domain of the public and that as much of it as possible needs to be freely available.

In chapter 6, Donald Waters takes on the difficult problem of safeguarding and preserving the knowledge commons by focusing in on the links that are preserved versus the links that disappear. In traditional publication, scholars use footnotes to link their statements to the authoritative source for their statement. As more and more scholars link their work to the web pages of other scholars, the problem of preserving the digital information becomes ever-more critical, especially when the average life expectancy of a web page is only a few months! Preserving electronic scholarly journals becomes a key challenge for the scientific community, given the number of citations that are currently made to what might become an ephemeral source in the future. While books and journals were never published in huge quantities in prior eras, libraries looked upon their role as one of preserving these precious resources for future ages. Waters points to the problem of free riding in creating and
managing archival records. Without good archives, the scientific communication of today may be lost to the scholars of tomorrow. Waters lays out the key features that are needed to achieve the preservation of electronic knowledge in regard to legal protection, business models, and incentives to achieve this.

Part III, “Building New Knowledge Commons,” draws from the intellectual history of collective action, the free exchange of ideas, and collaboration in the interest of the common good. In chapter 7, Peter Suber makes an eloquent and convincing argument for the advantages of making research and publications available online through open access. Every author has the ability to participate in building one of the richest knowledge commons by contributing peer-reviewed journal articles and their preprints, the primary literature of science. Suber concretely lays out the steps needed to understand and to participate in the open-access (OA) movement. He discusses the peculiarities of royalty-free literature, the conditions and incentives that lead authors to consent to OA, and some obstacles to an OA commons that have the flavor of a tragedy of the commons. Importantly, he discusses different funding models, since, while the user has free access, the producer faces the costs of peer review, manuscript preparation, and online dissemination, and sometimes also the costs of digitizing, copyediting, and long-term preservation. He points out the difference between open-access repositories that do not attempt to provide peer review and open-access journals that continue the important task of peer review of scholarly communication. The long-term existence of broadcast television and radio, which provide free access to users, makes Suber confident that long-term digital publishing in an open-access forum is financially feasible. It does, however, require considerable entrepreneurship in today’s transition from entirely printed materials to a combination of print and electronic publication. Suber then provides a good analysis of the various categories of intellectual property. He concludes by outlining the variety of tragedies of the open-access commons that universities, publishers, scholars, and the public will need to overcome.

In chapter 8, Shubha Ghosh weaves a compelling case for understanding the role of intellectual property rights in building the knowledge commons. Focusing specifically on patents and copyrights, he examines a number of patent concepts or solutions and shows that they are not so pat. We are led through the arguments of intellectual property as constrictive, as facilitative, and as irrelevant and shown that there is a
logic to all three of these positions. Ghosh then refocuses the argument from one about intellectual property as an end to one of intellectual property as a means in which it can be used as a tool in constructing the information commons. He proposes three guiding principles that can be utilized to inform intellectual property policy and to effectively design the commons: imitation, exchange, and governance. Ghosh explores important puzzles involving the separation of the market and the state, showing that these are not reasonably separated.

In chapter 9, Peter Levine demonstrates how a knowledge commons can be used effectively to stimulate students and citizens more generally to engage in research of public value, using as well as contributing to the knowledge commons. He draws on his own experience with the Prince George’s Information Commons in Maryland near the University of Maryland. Levine makes a useful distinction between a libertarian commons and an associational commons. A libertarian commons is one that anyone can access if they choose. Associational commons are open to their own members but may be not be open to the public at large.

Before the digital age, paper libraries were shared by associations of individuals living in communities. Levine argues that commons need protection by groups interested in their production, care, and maintenance. Thus, he argues that associational commons will be an important part of the democratic use of knowledge commons in the future. He describes the effort by the University of Maryland to develop an effective associational commons for students and citizens living in Prince George’s County. By producing knowledge for the commons, students learn about public issues in a way they would not do otherwise. Levine then urges other scholars to develop associational commons of this type as a way of producing important contemporary knowledge, and as a way of training students about their own communities as well as how to produce and evaluate knowledge about communities.

In chapter 10, Charles Schweik argues that the collaborative principles around Free/Libre and Open Source Software (FOSS) development projects could potentially be applied to develop new knowledge commons in science. To make this point, Schweik first applies the institutional analysis and development framework summarized in chapter 3 to analyze the various action situations involved in the open-source software commons. He then links the various action situations faced by participants in the biophysical world, the relevant communities, and the rules-in-use affecting the action situations involved in producing and
protecting software. Schweik provides a good historical overview of the effort to develop open-source software licensing agreements and of how these kinds of information-protection and information-production arrangements have blossomed. He then extends the analysis to include a broader array of artifacts beyond that of software to discuss the general problem of licensing scientific digital content. Readers who are unfamiliar with the development of open-source software will find this chapter a particularly useful history and summary of developments.

Wendy Pradt Lougee focuses chapter 11 on the profound changes occurring in the world of scholarly communication. Her discussion of the commons explores the increasingly collaborative communities within academia. Whereas university libraries used to be a separate domain from the rest of the academy, the boundaries for producing and disseminating scholarly information, as well as those surrounding the stakeholders involved in the process, have become quite blurred. In the scholarly-communication realm, the focus today is on process rather than product. Lougee looks at the traditional methods of scholarly communication and demonstrates the diversity of norms among academic disciplines. Those differences are evidenced in how particular disciplines have adapted to the digital environment, as well as in how libraries have evolved from being archives or stewards of information goods to being collaborators and potentially catalysts within interest-based communities.

Chapter 12 provides a perfect example of the blurring of the boundaries and stakeholders in the knowledge commons. Economists James C. Cox and J. Todd Swarthout describe a digital library that they, as a teaching facility, built independently of the university’s library. At center stage is EconPort, an open-access, open-source digital library for students and researchers in experimental microeconomics—in essence, a new knowledge commons. Cox and Swarthout describe the content of EconPort and the educational philosophy that underlies its creation. From an economist’s perspective, they present a marvelous case study of the incentives, risks, and possible negative externalities of creating and maintaining a locally based, discipline-focused digital library and experimental laboratory. They also discuss issues of preservation of such an individualized resource.

Where This Book Leads Us

In this book we are plowing a new field and, perhaps, sowing some seeds. Our hope is that the chapters herein will serve as guideposts for further
research. The book brings together scholars from diverse disciplines, outlines some critical issues within the new types of commons, and presents an analytical tool that helps elucidate the complexities of the rapidly changing environments in the world of knowledge and information.

We hope the readers of this book take away a strong sense that there are indeed analytical commonalities underlying many problems of deep concern today. How do we build effective forms of collective action and self-organizing, self-governing initiatives? How do we break free from path-dependent and limiting systems and creatively design new systems that tap into the limitless capabilities of digital information technologies? How do we effectively safeguard all that is of value in the maintenance and preservation of the cultural and scientific record? Given such a new cornucopia of digital information, how do we assess priorities? How do we evaluate how we are doing? How do we monitor our progress? Who should govern the Internet? How are equity and fairness achieved? How do we protect the interests and creative freedom of authors while also ensuring wide access to new knowledge and information? How are universities going to cover the costs of purchasing journals that are skyrocketing in price? How will the rise of digital repositories affect academic publishers? How are scholarly products that are reproduced digitally going to be preserved for the centuries to come? What are appropriate and effective business models for knowledge preservation?

All of the questions above relate to ongoing challenges in organizing effective institutional arrangements to enhance the production, access, use, and preservation of diverse knowledge commons. This is a fascinating era in which to participate in these interesting questions and to develop better analytical and empirical tools with which to craft answers.

Notes

1. Commons is an awkward word in the English language. The same word is used for both the singular and plural forms.
2. For example, see Reese 1995; Aoki 1998; Cohen 1998; Benkler 1998; also Hess and Ostrom 2003.
4. See http://www.iascp.org. This association changed its name to the International Association for the Study of the Commons in June 2006.
5. For a history of modern commons research, see Hess 2000, 2003.


9. The original concept was developed by Frank Michelman in “Ethics, Economics, and the Law of Property” (1982).


11. A great deal has been written on various types of information enclosures (see Benkler 1999; Boyle 2003; Bollier 2004; Lange 2003; Lessig 2001; Shiva 2002; David 2000).

12. Benkler (2004, 1110) writes that “production is ‘commons-based’ when no one uses exclusive rights to organize effort or capture its value, and when cooperation is achieved through social mechanisms other than price signals or managerial directions.”
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In introducing his then-novel economic theories, John Maynard Keynes was not concerned about the merits of his new ideas. What worried him was the dead hand of the past. “The ideas which are here expressed so laboriously are extremely simple and should be obvious,” he wrote. “The difficulty lies, not in the new ideas, but in escaping from the old ones, which ramify, for those brought up as most of us have been, into every corner of our minds.”

So it is in talking about the commons. The commons is not such a difficult frame of analysis in itself. It is, in fact, a rather simple and obvious concept. But because our culture is so steeped in a standard economic narrative about “how things work,” the idea of the commons often seems exotic. American political culture is a dedicated champion of the “free market,” after all. It celebrates the heroic individual, the self-made man, not the community. Perhaps because the Cold War was directed against communism and its cousin, socialism, Americans tend to regard collective-management regimes as morally problematic and destructive of freedom, at least in the abstract.

In the face of this cultural heritage, it can be a formidable challenge to explain that the commons is more pervasive than we may realize, and that it can be a highly effective way to create economic and social wealth. That is precisely what this book seeks to demonstrate and explain. A commons model is at work in the social systems for scholarly communication, in the work of research libraries as they gather and share knowledge, and in the behavior of scientific communities as they generate and disseminate their research. A commons model is at work in the new EconPort, which manages a large economics literature for its user community, and in the Conservation Commons, which is building a “global public domain” for literature about the environment and conservation.
Applying “the commons” to such intellectual and intangible endeavors may strike some people as odd, given the history of the term. The commons is traditionally associated with plots of land—and the supposed tragedy that results from its overexploitation by free riders. But as Hess and Ostrom make clear in chapter 1, there are significant differences between natural-resource commons like land, which are depletable and “rivalrous” (many people wish to use a resource to the exclusion of others), and commons that manage nondepletable, non-rivalrous resources such as information and creative works.

What makes the term commons useful, nonetheless, is its ability to help us identify problems that affect both types of commons (e.g., congestion, overharvesting, pollution, inequities, other degradation) and to propose effective alternatives (e.g., social rules, appropriate property rights, and management structures). To talk about the commons is to assume a more holistic vantage point for assessing how a resource may be best managed.

The commons has too many variations to be captured in a fixed, universal set of principles. Each commons has distinctive dynamics based on its participants, history, cultural values, the nature of the resource, and so forth. Still, there are some recurring themes evident in different commons. A key goal of this chapter is to showcase the many different sorts of commons operating in American life today and to illustrate how, despite significant differences, they embody certain general principles.

Recognizing the similarities is not difficult. In fact, a quiet revolution is going on right now as a growing number of activists, thinkers, and practitioners adopt a commons vocabulary to describe and explain their respective fields. Librarians, scholars, scientists, environmentalists, software programmers, Internet users, biotech researchers, fisheries scholars, and many others share a dissatisfaction with the standard market narrative. They are skeptical that strict property rights and market exchange are the only way to manage a resource well, particularly in the context of the Internet, where it is supremely inexpensive and easy to copy and share information.

In addition, more and more people are expressing alarm at the market’s tendency to regard everything as a commodity for sale. Genetic information is now routinely patented, freshwater supplies are being bought by multinational companies, and entire towns have been offered for sale on eBay. Because market theory postulates that “wealth” is created when private property rights and prices are assigned to resources,
it often has trouble respecting the actual value of *inalienable* resources. Economists tend to regard market activity and growth as inherently good, when in fact it is often a force for eroding valuable nonmarket resources such as family time, social life, and ecosystems.

In this climate, the language of the commons serves a valuable purpose. It provides a coherent alternative model for bringing economic, social, and ethical concerns into greater alignment. It is able to talk about the inalienability of certain resources and the value of protecting community interests. The commons fills a theoretical void by explaining how significant value can be created and sustained outside of the market system. The commons paradigm does not look primarily to a system of property, contracts, and markets, but to social norms and rules, and to legal mechanisms that enable people to share ownership and control of resources. The matrix for evaluating the public good is not a narrow economic index like gross domestic product or a company’s bottom line, but instead looks to a richer, more qualitative and humanistic set of criteria that are not easily measured, such as moral legitimacy, social consensus and equity, transparency in decision making, and ecological sustainability, among other concerns.

The spread of the commons discourse in recent years has had a double effect: it has helped *identify* new commons and, in providing a new public discourse, it has helped *develop* these commons by enabling people to see them as commons.

In this sense, the commons is a new (i.e., newly recognized) cultural form that is unfolding in front of us. The discourse of the commons is at once descriptive, constitutive, and expressive. It is descriptive because it identifies models of community governance that would otherwise go unexamined. It is constitutive because, by giving us a new language, it helps us to build new communities based on principles of the commons. And it is expressive because the language of the commons is a way for people to assert a personal connection to a set of resources and a social solidarity with each other.

The growth of the commons discourse, then, is one way that people are striving to develop more culturally satisfying “mental maps” for our time. Even though digital technologies have dramatically changed our economy and culture, our mental maps still tend to depict the landscape of the pre-Internet print era. For example, creative works and information used to be fixed in physical containers (paper, vinyl, film), which implied a whole set of social practices and market relationships that
are now being challenged by digital networks. Many people see the commons as a useful template for making sense of the new social and market dynamics driving so much creativity and knowledge creation.

The commons is also invoked to assert certain political claims. To talk about the airwaves, the Internet, wilderness areas, and scientific literature as commons is to say, in effect, that these resources belong to the American people (or to distinct communities of interest) and that they therefore ought to have the legal authority to control those resources. To talk about the commons is to say that citizens (or user communities) are the primary stakeholders, over and above investors, and that these community interests are not necessarily for sale.

The growth of commons discourse is fundamentally a cultural phenomenon that bears many resemblances to the modern environmental movement. Duke law professor James Boyle has compared our current confusion in talking about digital culture to the 1950s, when American society had no shared, overarching narrative for understanding that synthetic chemicals, dwindling bird populations, and polluted waterways might be conceptually related. Few people had yet made intellectual connections among these isolated phenomena. No analysis had yet been formulated or published that could explain how disparate and even adversarial constituencies such as birdwatchers and hunters might actually have common political interests.

The signal achievement of Rachel Carson, Aldo Leopold, and other early environmentalists, argues Boyle, was to popularize a compelling critique that forged a new public understanding of the brewing ecological disaster. In a very real sense, the rise of environmentalism as a political and cultural movement was made possible by a new language. This new language allowed us to see diverse abuses of nature in a more unified way. It canonized them in the public mind as “the environment.” Over time, this cultural platform gave rise to a diversified social movement that extends from Greenpeace’s civil disobedience to the Environmental Defense Fund’s centrist, market-oriented advocacy to the Audubon Society’s focus on conservation.

The “information commons” may yet play a similar role in our time. It can help us name and mentally organize a set of novel, seemingly disconnected phenomena that are not yet understood as related to each other or to the health of our democratic polity.

Unlike toxic chemicals in the environment, however, abuses of the information commons do not generally result in death and injury. This
places a greater burden on language to expose the dangers now facing creative expression, information flows, and the experimental “white spaces” in our culture. As a discourse, the commons can help us begin to articulate these concerns and provide a public vernacular for talking about the politics of creativity and knowledge.

Articulating the case for the commons may not be enough to convince skeptics, of course. This was Keynes’s insight. Truly understanding the commons requires that we first escape from the prevailing (prejudicial) categories of thought. We must be willing to grapple anew with on-the-ground realities and “connect the dots” among diverse, specific examples. In that spirit, the following pages provide a brisk survey of the more prominent commons being established by various disciplines and communities.

The Commons as a New Language

The scholarly literature on the commons has been developing steadily since the early 1990s, particularly since the publication of Elinor Ostrom’s landmark 1990 book, *Governing the Commons*. Much of this work has been stimulated through such academic centers as the Workshop in Political Theory and Policy Analysis at Indiana University, with its outstanding library on the commons, as well as the Digital Library on the Commons and its archives of the International Association for the Study of Common Property (IASC).

In recent years, diverse citizen groups and professional constituencies have shown their own keen interest in the commons. Scholars, practitioners in various fields, public policy experts, and activists have begun new conversations about the commons, which in turn has quickened interest in the subject and popularized the commons discourse.

Environmentalists and conservationists fighting a relentless expansion of market activity have been among the most enthusiastic “early adopters” of commons language. Books such as *The Global Commons: An Introduction* by Susan J. Buck, *Whose Common Future? Reclaiming the Commons* by *The Ecologist* magazine, and *Who Owns the Sky? Our Common Assets and the Future of Capitalism* by Peter Barnes have helped popularize the idea that certain shared natural resources should be regarded as commons and managed accordingly. The atmosphere, oceans, fisheries, groundwater and other freshwater supplies, wilderness and local open spaces, and beaches are all increasingly regarded as
commons—resources that everyone has a moral if not legal interest in, and that should be managed for the benefit of all.

Environmentalists’ embrace of the commons has been matched by a renewed interest in debunking Garrett Hardin’s “tragedy of the commons” parable. Hardin’s powerful metaphor—that a commons that was not governed by individual property rights was likely to result in the overexploitation and ruin of the resource—has been an analysis that property-rights conservatives have used to fight government management of public resources. A large literature now shows, however, that with the proper institutional design and social norms, a socially managed commons can be entirely sustainable over long periods of time. A “tragedy” is not inevitable at all.

A number of factions in the environmental movement now look to the commons as a philosophical framework to contextualize and support their advocacy. For example, environmentalists fighting the “Wise Use” and property-rights movements, especially in the west, have referenced the commons as a framework for helping to fight the private exploitation and abuse of public lands. They argue that forests, minerals, grasslands, and water on public lands belong to the American people, and should not be surrendered to private economic interests. Carl Pope, the president of the Sierra Club, has written about the commons of nature, and Public Citizen talks about the global commons of water in its campaign to thwart privatization of drinking-water systems.

Advocates of the public trust doctrine also call on the commons for philosophical support for their work. This doctrine declares that certain resources are inherently public in nature, and may not be owned by either private individuals or the government. The doctrine, which goes back to Roman law, holds that government is a trustee of the people’s interests, not the owner of the public’s property, and so it cannot sell or give away that property to private interests. In practice, the public trust doctrine is a legal tool for preserving public access to rivers, beaches, and other publicly owned natural resources. It is a bulwark against market enclosures of the environmental commons.

Champions of the “precautionary principle” in environmental law have also situated their work within the commons framework. The precautionary principle holds that any proponents of new risks have a duty to take anticipatory action to prevent harm; it is neither ethical nor cost-effective to pay compensation for harm, after the fact, as many corporations prefer.
What unites these different invocations of the commons is their appeal to a fundamental social ethic that is morally binding on everyone. They are asserting the importance of ethical norms that may or may not yet be recognized in law. In the American polity, the will of the people precedes and informs the law. The sentiment of “we the people” is the preeminent source of moral authority and power, separate and apart from the interests of the market and the state. While the law is supreme, it is not synonymous with the will of the people, which is always struggling to express and codify itself.

Thus the commons is always a third force in political life, always struggling to express its interests over and against those of the market and the state. By the reckoning of commoners, individuals or companies who flout our society’s moral consensus are essentially free riders trying to avoid accountability to accepted social norms. When the tobacco industry suppressed information about the dangers of smoking in order to protect its market revenues, for example, it was violating a social ethic that had not yet been fully recognized by law. When the automobile industry tries to require that “acceptable” levels of safety design be determined by cost-benefit analysis, it is trying to preempt the public’s ethical expectations that foreseeable design hazards be abated.

As these examples suggest, the commons is often engaged with the market and state in struggles over fundamental rules of social governance. Many of these struggles involve issues of alienability—what resources should the state allow to be treated as private property? Should the law allow companies to control portions of the human genome? Should pharmaceutical companies be allowed to own the antibiotic capacities of proteins in human tears or genetic information about specific diseases?

Market discourse asserts that it is perfectly appropriate for the law to grant private property rights in such “living” matter. Proponents of the commons argue that such inherited elements of nature—seedlines, genetic information, wildlife, animal species, the atmosphere—are the common heritage of humankind. Ethically, such things belong to everyone (to the extent they should be controlled by humans at all), and should therefore be regarded as commons.

To be sure, property rights and market systems, properly constructed, can be useful approaches to conservation and pollution abatement. But they are no substitute for a commons discourse. That is because the language of markets and private property tends to see exchange value and
price, not the thing-in-itself. The worldview embedded in economic discourse treats natural resources as essentially fungible, and scarcities as remediable through higher prices. Economics tends to regard nature as an objective resource to be exploited and governed by laws of supply and demand, not as an animate, beloved force that humans should perhaps interact with according to other criteria.

So however useful market-based policies may be in some arenas, the market system as a whole is not likely to conserve nature of its own accord. As essayist Wendell Berry has explained, “We know enough of our own history by now to be aware that people exploit what they have merely concluded to be of value, but they defend what they love. To defend what we love we need a particularizing language, for we love what we particularly know.” The commons is one way to assert a “particularizing language” declaring that certain natural resources are “not for sale.”

Varieties of Information Commons

If most natural commons are finite and depletable (forests can be clear-cut, groundwater can be drained), the commons featured in this book are quite different. The commons of science, academia, and scholarly communications are chiefly social and informational. They tend to involve nonrival goods that many people can use and share without depleting the resource.

Indeed, many information commons exemplify what some commentators have called “the cornucopia of the commons,” in which more value is created as more people use the resource and join the social community. The operative principle is “the more, the merrier.” The value of a telephone network, a scientific literature, or an open-source software program actually increases as more people come to participate in the enterprise—a phenomenon that economists refer to as “network effects.”

As the Internet and various digital technologies have become pervasive in American life, enabling robust new forms of social communication and collaboration, the cornucopia of the commons has become a widespread phenomenon. We are migrating from a print culture of scarce supplies of fixed, canonical works to a digital culture of constantly evolving works that can be reproduced and distributed easily at virtually no
cost. Our mass-media system of centralized production and one-to-many distribution is being eclipsed by a multimedia network of decentralized production and many-to-many distribution.

One major effect of this epochal shift is the creation of new online social structures that themselves have sweeping economic and technological consequences. Perhaps the most notable expression of this fact is open-source software, a powerful new genre of nonproprietary software created by open communities of programmers. The most famous example of open-source software is GNU Linux, a computer operating system that has become a major rival of proprietary software. The commons-based production system that builds and refines hundreds of open-source programs is so powerful that major high-tech companies are building competitive strategies around open technical platforms. IBM and Sun Microsystems have gone so far as to make dozens of their software patents available on an open-source basis as a strategic way to spur technological innovation in given areas. They also are supporting a new legal defense project, the Software Freedom Law Center, to protect open-source software from lawsuits that would shut it down.

Not surprisingly, such radical changes in the economic and social premises of knowledge production and dissemination have created severe new tensions with copyright and trademark law, which originated, after all, in a more static technological and economic context. The radical efficiencies of “peer production” (open-source software, collaborative websites, peer-to-peer knowledge sharing, and so on) are challenging some foundational assumptions about free-market theory, at least as they apply to the networked, digital environment. What was formerly taken for granted or minimized in free-market theory—the role of social and civic factors in economic production—is becoming a powerful variable in its own right.

The relevance of the commons paradigm, therefore, is only likely to grow as more and more commerce, academic research, and ordinary social life migrate to Internet platforms. Venture capitalists are already recognizing that some of the richest opportunities for innovation lie in leveraging the social dynamics of networked environments. Hence the current boom in “social networking” software and new schemes for organizing and retrieving information through socially based “folksonomies” (folk taxonomies) and “metatagging.” The high-tech world has never been more interested in social norms and collaborative
structures as the basis for technology design. This means, in effect, that the governance design of online commons is a matter of increasing practical concern.

Far from being just an obsession of techies, a new network of “participatory media” is being embraced by the general public. Here, too, the commons paradigm can help elucidate what is going on. Web logs, or blogs, were one of the first major expressions of participatory media, but now a variety of follow-on innovations are sprouting up to empower direct, individual communications. These innovations include “syndication feeds” of blog posts, “podcasting” syndication of music and talk, and “grassroots journalism” websites. They include new web platforms for sharing photographs (Flickr), creative works of all types (Ourmedia.org), breaking news events (Publicnews.com), and favorite web bookmarks (del.icio.us). Wikipedia, an online encyclopedia open to anyone who wishes to contribute, is now one of the most popular sites on the web, with 5.3 million unique visitors a month. It has amassed more than one million entries and inspired wikipedias in more than five dozen languages.

As high-tech innovations have fostered the growth of online communities—while, conversely, companies have sought to lock up more content through encryption and broader copyright protection—many besieged scientific, academic, and creative communities have started to see the value of the commons model. From libraries to biotech researchers to musicians, many groups are coming to recognize the value of their own peer-based production and understandably wish to fortify and protect it.

In one sense, this is simply a rediscovery of the social foundations that have always supported science, academic research, and creativity. The scientific research community has long honored the sharing of knowledge and resources, open dialogue, and sanctions against fraudulent research. For years, academia has flourished with the same ethic of sharing and openness among the members of a self-governing community. The creativity of jazz, the blues, and hip-hop have always been rooted in musical communities and intergenerational traditions that encouraged borrowing, emulation, and the referencing of works by other artists.

But in another sense, awareness of the commons in these fields is being provoked by alarming new incursions by the market. Customers are
rebelling against the high prices companies are charging for scholarly journals, music CDs, and online databases. They are objecting to “digital rights management” schemes that lock up content, limit the fair-use rights of users, and shrink the public domain. They are balking at the lengthening terms of copyright protection and attempts to override the “first-sale doctrine” (which permits purchasers to rent or lend DVDs, books, and other products). People are objecting to “shrink-wrap” and “click-through” licenses on software and websites, respectively, that diminish their consumer protections and legal rights.

In response to such developments, many academic disciplines, universities, professional fields, creative sectors, and user communities are eager to assert more sovereignty over the ways their work is developed and distributed. Developing one’s own information commons to bypass the market system is both technically attractive and financially feasible. Many disciplines, for example, have adopted “open-access” principles for scholarly publishing as a way to ensure the widest access and distribution of their literature. The National Institutes of Health has sought to make all medical research that it funds available under open-access rules within a year after publication in a commercial journal. (Commercial journal publishers in 2005 succeeded in weakening the rule by making it discretionary.) Individual universities are creating “institutional repositories” for the permanent archiving of preprints, dissertations, research data, and so forth.

In music, film, and the visual arts, millions of creators internationally have used one of six main Creative Commons licenses to signal the general public that their works can be shared with others for noncommercial purposes. It is often hard for creators to use another artist’s work because of difficulties in locating the rights holder and negotiating a license. The Creative Commons licenses facilitate the easier sharing and distribution of works that might otherwise be impossible. The licenses—and a number of ambitious online hosting services such as YouTube.com, a site for the sharing of “grassroots media”—are greatly reinvigorating the flow of information and creativity.

The Future of the Commons

The great virtue of the commons as a school of thought is its ability to talk about the social organization of life that has some large measure of
creative autonomy from the market or the state. The commons reclaims the sovereignty of this cultural activity. It names it as a separate economy that works in tandem with the market, performing its own significant work (and often the most important work). The commons is not a manifesto, an ideology, or a buzzword, but rather a flexible template for talking about the rich productivity of social communities and the market enclosures that threaten them.

The breadth of interest in the commons is reaching new levels, which suggests that it is serving some very practical needs in culturally attractive ways. It enables a new set of values to be articulated in public policy discussions. It offers useful tools and a vocabulary that help various constituencies reassert control over their community resources. It helps name the phenomenon of market enclosure and identify legal and institutional mechanisms for protecting shared resources.

While champions of the commons often differentiate the dynamics of the commons from those of the market, I do not believe that the commons and the market are adversaries. What is usually being sought is a more equitable balance between the two. Markets and commons are synergistic. They interpenetrate each other and perform complementary tasks. Businesses can flourish only if there is a commons (think roadways, sidewalks, and communication channels) that allows private property to be balanced against public needs. Privatize the commons and you begin to stifle commerce, competition, and innovation as well as the means to address social and civic needs. To defend the commons is to recognize that human societies have collective needs and identities that the market cannot fulfill by itself.

The rediscovery of the commons in so many diverse fields is a heartening development. It suggests the beginnings of a new movement to make property law and markets more compatible with a larger set of ethical, environmental, and democratic values. At a more basic level, interest in the commons is leading to some practical new models for managing resources effectively and equitably.

I believe the future of the commons will depend a great deal on a dialectic conversation between practitioners who are inventing new legal and institutional mechanisms to protect the commons, and scholars and thinkers who are developing the intellectual tools to foster better understanding, strategic innovation, and public education. If the past decade is any indication, this dialogue is likely to produce many salutary results.
Notes


9. These groups include the Georgetown Environmental Law and Policy Institute, the Public Trust Alliance, and Riverkeepers, among others.

10. The Science and Environmental Health Network is the leading champion of the precautionary principle. In cooperation with the Tomales Bay Institute and the Johnson Foundation, it held a conference on “The Commons, the Public Trust and the Precautionary Principle” on May 13–16, 2004.


15. Metatagging and social software were major themes at Esther Dyson’s PC Forum in 2005, and a topic of intense discussion on blogs run by social networking experts such as Howard Rheingold (www.smartmobs.com), Clay Shirky (www.shirky.com), and Corante’s Many 2 Many (http://www.corante.com/many).


19. More on the Creative Commons licenses can be found at http://www.creativecommons.org.
A Framework for Analyzing the Knowledge Commons

Elinor Ostrom and Charlotte Hess

Who has not heard of the six blind men of Indostan encircled around an elephant? The six—a political scientist, a librarian, an economist, a law professor, a computer scientist, and an anthropologist—discover, based on their own investigations, that the object before them is a wall, a spear, a snake, a tree, a fan, and a rope. The story fits well with the question that propelled this chapter: How can an interdisciplinary group of scholars best analyze a highly complex, rapidly evolving, elephantine resource such as knowledge? Trying to get one’s hands around knowledge as a shared resource is even more challenging when we factor in the economic, legal, technological, political, social, and psychological components—each complex in its own right—that make up this global commons.

Studying Institutions

In this chapter we adapt a framework that has been used for over three decades as the main theoretical structure by many commons scholars from multiple disciplines. The Institutional Analysis and Development (IAD) framework is a diagnostic tool that can be used to investigate any broad subject where humans repeatedly interact within rules and norms that guide their choice of strategies and behaviors. Most importantly, it can lead one out of the path dependency of existing patterns of practice when their accompanying ways of thinking have not yielded solutions (Oakerson 1978, 15).

The framework can be used to analyze static situations crafted by existing rules and relating to an unchanging physical world and relevant community. The framework can also be used to analyze dynamic situations where individuals develop new norms, new rules, and new
physical technologies. Studying these developmental processes is more challenging than studies of fixed structures, but is very important for an understanding of the knowledge commons given the fast rate of change related to the physical world, the rules that are crafted to cope with new situations, and the enlarged community of producers and users.

We define institutions as formal and informal rules that are understood and used by a community. Institutions, as we use the term here, are not automatically what is written in formal rules. They are the rules that establish the working “do’s and don’ts” for the individuals in the situation that a scholar wishes to analyze and explain.

The IAD framework has been developed to facilitate the development of a comparative method of institutional analysis. Those who engage in institutional analysis seek to understand one of the most fundamental political and social questions: How do fallible humans come together, create communities and organizations, and make decisions and rules in order to sustain a resource or achieve a desired outcome? The framework is an analytical scaffolding that contains a universal set of intellectual building blocks. As a framework (and not a static model such as the tragedy of the commons or prisoner’s dilemma, discussed in chapter 1), the methodology is fluid and dynamic. In one way, it is a checklist of “those independent variables that a researcher should keep in plain sight to explain individual and group behavior” (Gibson 2005, 229). But the framework also structures the checklist into a “causal schema while allowing great flexibility in the determination of exactly what factors should be included” (p. 229). Its design allows for detailed analysis of specific resources and situations, while being general enough to apply to multiple types of inquiries (Oakerson 1992, 42).

Because the IAD obviates the need to invent a new framework for different research questions related to the study of human decision making in repetitive situations, it has been successfully applied in a wide variety of research projects. Examples of its application for diverse types of research questions are to

- Understand the role of institutions in influencing resource use in poor societies (Agrawal 1999)
- Make comparative studies on international higher education policies (Richardson 2004)
- Study how institutions influence behavior and outcomes in urban areas (Ostrom and Ostrom 1965)
• Examine the evolution of banking reform in the U.S. (Polski 2003)
• Better understand the role of information in the governance of forest resources (Andersson and Hoskins 2004)
• Model operational decision making in public organization (Heikkila and Isett 2004)
• Analyze governance and Aboriginal participation in forest management in Canada (Smith 2001)
• Investigate the property rights and communal arrangements in urban apartment communities in Seoul (Choe 1993)
• Analyze the various action situations involved in the open-source software commons, the Free/Libre and Open Source Software (FOSS) (see Schweik, chapter 10, this volume)

The IAD is particularly appropriate for analyses of various types of commons and common-pool resources. It has helped researchers see, for example, the need to factor in more than the trees when studying a forest. To understand why one forest is becoming deforested and another is thriving, researchers need to take into account not just the condition of the soil, the biodiversity of the flora, and the density of the tree growth. Equally important is the understanding of the user communities, the management systems, the various property rights involved, and the multiple levels of the rules-in-use (Gibson, McKean, and Ostrom 2000; Moran and Ostrom 2005). It would also lead researchers to take into consideration questions of multiple uses, conflict, equity, livelihood security, modes of production, and sustainability (see Berkes 1989, 11–13; National Research Council 2002).

This framework seems well suited for analysis of resources where new technologies are developing at an extremely rapid pace. New information technologies have redefined knowledge communities; have juggled the traditional world of information users and information providers; have made obsolete many of the existing norms, rules, and laws; and have led to unpredicted outcomes. Institutional change is occurring at every level of the knowledge commons.

Designing institutions to enhance the production and use of any kind of commons, whether natural or human-made, is a challenge. Effective design requires successful collective action and self-governing behaviors; trust and reciprocity; and the continual design and/or evolution of appropriate rules. We have learned that successful commons governance
requires an active community and evolving rules that are well understood and enforced (Dietz, Ostrom, and Stern 2003). When a resource is large and complex, users may lack a common understanding of resource dynamics, and they frequently have substantially diverse interests; thus, the costs of sustaining large and diverse resources are much higher than when governing small and relatively homogeneous resources (Ostrom et al. 1999).

In the IAD framework, we posit three very broad clusters of variables that are basic underlying factors affecting institutional design and the patterns of interaction occurring within action arenas. The variables may also be considered at different scales of operation. Figure 3.1 delineates the local-regional-global scales. It is a suggestion of the “nestedness” of enterprises. Equally valid would be department-school-university or city-state-national-international arenas. The important point is that most of the variables within the clusters will change at different scales.

There are three ways to enter the framework when studying a question: one can start in the middle with the action arena, at the right-hand side with the outcomes, or at the left-hand side with the underlying factors (the physical/material characteristics, the attributes of the relevant community, and the rules-in-use at several levels). Entering the

Figure 3.1
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analysis with the physical/technical and institutional characteristics is most appropriate when one is trying to understand the nature of the resource being shared, by looking at the physical, biological, and technical constraints and capacities of the resource, as well as the boundaries, size, communities of users and producers, and the relevant rules-in-use. The action arena consists of the action situation and the participants (individuals or groups) involved. The action arena, often at the heart of the analysis, is particularly useful in analyzing specific problems or dilemmas in processes of institutional change. Within knowledge commons, it is an appropriate place to start when trying to think through the challenges of creating a new form of commons such as a new digital repository within an organization. Beginning with the outcomes makes sense with questions such as why and how information is being enclosed. Why do authors not voluntarily contribute to a repository? We will begin by discussing the left-hand side of the framework.

Resource Characteristics

For short-term analyses, the attributes of the physical and material world, of the community producing and using a resource, and of the rules-in-use affecting the decisions of participants are the exogenous factors in the analysis. Figure 3.2 highlights the left side of the framework illustrating these characteristics. At the time of analysis, one identifies the specific physical and institutional factors on the left-hand side of the framework. These factors then remain fixed throughout the analysis. In this book, regardless of the type or aspect of knowledge commons discussed, the exogenous physical characteristics are those of distributed digital information.

Biophysical-Technical Characteristics

“Gallia est divisa in partes tres . . .”

When Julius Caesar began his Commentaries on the Gallic Wars around 58 BC, he understood the importance of starting with the physical lay of the land in order to situate the conflict. Likewise, de Tocqueville opens the first volume of his Democracy in America with a geographic description: “The Exterior Form of North America.” The physical attributes of a resource always play an essential role in shaping the community and
the decisions, rules, and policies. The physical nature and available technology determine the limitations and possibilities of a particular commons. These characteristics comprise such things as size, location, boundaries, capacity, and abundance of the resource. The technology determines the ability to harvest or appropriate the resource units.

Most of the “commons” characteristics of knowledge and information have developed from the effects of new technologies—that is, the physical nature of the resource. Before the digital era, types of knowledge commons were limited to libraries and archives. Only when vast amounts of knowledge began to be digitally distributed (after the development of the World Wide Web in 1992) did it take on more and more characteristics of commons and commons dilemmas. Examples of the vast amount of changed characteristics (from paper to information technologies) include

- More and more “standard” information born digital
- More and more digital information distributed through the Internet
- Improved search engines, databases, as well as word processors, HTML, and other software
• Synchronous exchange of information possible
• Access to digital information through personal computers

The physical attributes of digital technologies may be well understood by technologists and librarians. They may not be so apparent, however, to policymakers, administrators, and others who may be affecting the rules. As we will discuss, these physical changes have led to a complex web of rule changes as well as to new user and producer communities.

The intense and sometimes sudden effect of new technologies can occur with all types of resources. With many natural resources, the physical characteristics can remain constant until the introduction of new technologies (one need only think of the impact of chainsaws on forest ecology or gigantic trawlers on fishery populations). New technologies can introduce the likelihood of overharvesting, congestion, rivalry, and possibly even depletion—all severe commons dilemmas.

When investigating the physical conditions of a traditional natural-resource commons, scholars have found it helpful to distinguish between the resource system and resource units. In a fishery, the resource system (the facility) is the fishing grounds (Schlager 1994). The resource units are the fish. In groundwater, the groundwater basin is the resource system, while the water quantities or amounts withdrawn are the resource units (Blomquist 1992). The complex nature of knowledge as a commons requires a threefold distinction because it is made up of both nonhuman and human materials: facilities, artifacts, and ideas (Hess and Ostrom 2003).

Facilities store artifacts and make them available. Traditional facilities have been libraries and archives containing books, journals, papers, and other knowledge artifacts. These facilities had physical limits. The physical-network infrastructure includes the optical fiber, copper-wire switches, routers, host computers, and end-user workstations (Bernbom 2000). It also includes the amount of bandwidth, free-space optics, and wireless systems. The new technologies that have made electronic, distributed information possible are also a part of the evolving physical conditions of the knowledge commons. Many digital facilities today make it possible for digital information to be nonrivalrous—at least over time.

Artifacts are discreet, observable, namable representations of ideas, such as articles, research notes, books, databases, maps, computer files, and web pages. To use the term from copyright law, they are the expressions of the ideas. Here, too, whereas traditional knowledge artifacts
(e.g., books and journals) are rivalrous, digital artifacts can often be used concurrently by multiple users. Artifacts are the physical resource or flow units of a facility. In a knowledge commons they are the expressions of the ideas presented in myriad formats, from the traditional paper, binding, microfilm, video, and so on to state-of-the-art computer graphics, text files, holograms, MIDI files, videos, searchable databases, and so forth.

Ideas are coherent thoughts, mental images, creative visions, and innovative information. Ideas are the intangible content and the nonphysical flow units contained in artifacts. There are certain idea types such as mathematical formulas, scientific principles, grammar, names, words, numbers, and facts that are not “capturable” by copyright and are considered to be in the public domain (Samuelson 2003b, 151). But ideas in digital form do not have the same protections as they did in the predigital world (Samuelson 2003b, 164). The most notable characteristic of an idea is that it is a pure public good and, therefore, nonrivalrous. One person’s use of it does not subtract from another’s.

In Donald Waters’s exploration of preservation dilemmas in chapter 6, the physical characteristics of the resource—the decentralized, ever-changing nature of digital objects—are the heart of a social dilemma. Preservation is much trickier in the digital world. All of the instances of enclosure discussed by Kranich in chapter 4 have been brought on by the changed structure of the physicality of information. Suber underscores this connection in chapter 7 when he points out that nonrivalry in the open access [OA] commons is produced by the nature of the digital resource, not because it is OA per se.

Attributes of the Community
In contrast to the situation with a fishery or groundwater basin, it is much more difficult to grasp who the entire community is that is contributing to, using, and managing a knowledge commons. We can start by assessing who the information users, information providers, and information managers or policymakers are. The users are those appropriating digital information at any point in time. The providers are large diverse groups: those making the content available as well as those making the software, hardware, and infrastructure available. The policymakers may be a voluntary and self-governing community of insiders, such as a library committee, or those leading the Open Archives Initiative, the contributors to the FOSS movement discussed in chapter 10,
or the participants of the World Summit on the Information Society (WSIS). The provider and decision-making or policymaking communities are usually nested—that is, different groups functioning at various levels within this locally provided, globally appropriated commons (see the rules-in-use section below).

The community may be involved with various aspects of governance, regulation, enforcement, education, or other activities. Whether the values of a community are shared or divided, substantially affects the strategies adopted within action arenas and the resulting patterns of interactions. For example, the university community—even when divided by discipline—used to be fairly unified in its primary quest for the creation and production of new knowledge. In an earlier and slower world, the community using any of the components of the knowledge commons usually shared common values related to the creation of new knowledge, teaching students the knowledge they would need in order to be productive members of a community, a society, and an economy, and providing general information necessary for the sustenance of a democratic society. If these values erode or change dramatically, the resulting physical conditions and action arenas are also strongly affected. In fact, conflicting values now exist in the academy, which has close ties to corporate sponsorship and where the processes of education are increasingly commodified (Argyres and Liebeskind 1998; Vaidhyanathan 2002; Bollier 2002a). Thus the values of the community have become more complex and fragmented.

Traditional commons analysis has demonstrated that small, homogeneous groups are more likely to be able to sustain a commons (Cardenas 2003; National Research Council 2002). If a community of providers and decision makers are unified as to the purpose and goals of the information resource or knowledge commons at hand, then the community can be said to be homogeneous. Homogeneity can be quite important in the ultimate robustness of a commons. One of the surprising developments of global digital commons, such as the open-source movement, is the high degree of cooperation and coordination achieved by apparently disparate individuals, many of whom never have face-to-face contact.

Defining a digital knowledge community would be particularly fruitful in analyzing a complex commons since certain members or groups of members may not be easily recognizable, with all the different types and levels of users, providers, and policymakers. In Levine’s chapter (chapter
9), the community is the central focus of the discussion. In his associational commons, the community is itself the resource. This is also the case with the open-access commons that Suber and others discuss in this book. These types of resources are similar to traditional village commons except that the shared space is virtual and/or intellectual rather than physical.

Rules-in-Use
Rules are shared normative understandings about what a participant in a position must, must not, or may do in a particular action situation, backed by at least a minimal sanctioning ability for noncompliance (Crawford and Ostrom 2005). When these normative instructions are merely written in administrative procedures, legislation, or a contract and not known by the participants or enforced by them or others, they are considered rules-in-form. Rules-in-use are generally known and enforced and generate opportunities and constraints for those interacting. These rules can be analyzed at three levels: operational, collective choice, and constitutional.

Multiple Levels of Rule Making  At the operational level, individuals are interacting with each other and the relevant physical/material world, making day-to-day decisions. For an organization’s digital repository, operational rules would affect who may submit what, as well as how to submit. The second level is the collective-choice (or policy) level of analysis where individuals interact to make the rules of an operational level. For a library, most collective-choice rules relate to the responsibilities of the library administration for making policy decisions. The constitutional level of analysis includes the rules that define who must, may, or must not participate in making collective choices. For a university library, the constitutional rules would exist in the general charter for the university and the broad division of responsibility within the university.

Rules matter at every level in that they “rule in” some behaviors and “rule out” others. When one wants to understand why some patterns of interactions and outcomes occur rather than others, one looks at the rules-in-use at these multiple levels for a key part of the explanation. Rules, however, rarely so constrain behavior that they are the sole structure factor affecting who participates, what their incentives are, what interactions ensue, and what outcomes are obtained.
Too often, in environments with rapid technological change, the current rules-in-use are out of sync with the capabilities of the technologies. New rules or laws can be made based on lack of adequate information, awareness, or understanding of the true nature of the issues. Often the rules are hard to “see,” as with protocols, standards, and computer code. Even more challenging is the occurrence of “technological inversion,” where the capabilities of technology contradict traditional missions, values, or even constitutional rights.

Pre-1998 copyright law made clear exceptions in “fair use” for educational purposes. It is not clear whether the decision makers who passed the 1998 Digital Millennium Copyright Act (DMCA) were uninformed or blinded as to the wide ramifications of this possibly inadvertent rule change. With the DMCA, licensed software that restricts the number of copies that can be used does not contain the flexibility to make exceptions for fair use. This is an example of usage constrained by the resource’s physical nature as well a newer rule (DMCA) contradicting an earlier rule (fair use). Circumventing the software, even for the sake of fair use, is against the law. During the DMCA hearings, none of the congressional witnesses expressed the opinion that the fair-use exemption should be eliminated. Nevertheless, the DMCA has paved the way for increasing digital-rights management (DRM). Legal and library scholars are beginning to examine the enforcement of the “new rules” of DRM as a type of private governance (Samuelson 2003a; Madison 2000, 2003; Mendelson 2003). This situation calls for a few general comments on the way rule changes take place.

In an era of rapid change, participants will move from operational situations into collective-choice situations—sometimes without self-conscious awareness that they have switched arenas. While members of the technology team for a local digital repository are engaged in discussing the ongoing customization of the software, for example, a member of a team may casually reflect that one of the ways they have been doing things in the past was not working very well. The staff member may say—“Why don’t we change our routine and do X next time rather than Y?” Sometimes X is simply a jointly agreed-on strategy within a given set of rules. But other times, X is a new rule that may be adopted by the team without ever self-consciously recognizing that they have just made a new rule for themselves! Thus, most governance systems that have a strong link to an operational-level situation move dynamically over time across levels, as changes in the physical
environment and in the community produce outcomes that participants find less desirable than other outcomes they perceive to be feasible with a change from the Y to X way of operating.

**Intellectual Property Rights as Rules**  Intellectual property rights are national and international formal rules as well as informal rules-in-use (see Ghosh, chapter 8, this volume). Most authors and researchers are acquainted with the elementary rights and duties of copyright and patents, although both have become complex and surrounded by controversy within the digital arena. New information technologies allow the capture of information far beyond what the original drafters of this legislation ever imagined (Litman 2001; Samuelson 2003b). To provide an alternative to the brittle confines of copyright law, a group of legal scholars developed the Creative Commons in 2002. This service uses “private rights to create public goods... a single goal unites Creative Commons’ current and future projects: to build a layer of reasonable, flexible copyright in the face of increasingly restrictive default rules.”8 This collective-action initiative is a case of changing operational rules in order to adapt to evolving technologies and new forms of restrictions. Millions of individual and corporate authors, musicians, and artists worldwide have already begun to use this licensing system.

In general, property rights define actions that individuals may take in relation to other individuals regarding some “thing.” If one individual has a right, someone else has a commensurate duty to observe that right. Drawing on the earlier classification of Schlager and Ostrom 1992, we identify seven major types of property rights that are most relevant to use in regard to the digital knowledge commons.9 These are access, contribution, extraction, removal, management/participation, exclusion, and alienation.

<table>
<thead>
<tr>
<th>Property Right</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access</td>
<td>The right to enter a defined physical area and enjoy non-subtractive benefits</td>
</tr>
<tr>
<td>Contribution</td>
<td>The right to contribute to the content</td>
</tr>
<tr>
<td>Extraction</td>
<td>The right to obtain resource units or products of a resource system</td>
</tr>
<tr>
<td>Removal</td>
<td>The right to remove one’s artifacts from the resource</td>
</tr>
<tr>
<td>Management/Participation</td>
<td>The right to regulate internal use patterns and transform the resource by making improvements</td>
</tr>
</tbody>
</table>
Exclusion  The right to determine who will have access, contribution, extraction, and removal rights and how those rights may be transferred

Alienation  The right to sell or lease extraction, management/participation, and exclusion rights

The rights outlined above may be useful in rule setting for an organization’s digital repository. Understanding that property rights—whether intellectual or real—are bundles of rights is extremely important. There are many forests, for instance, that are government property but where a community has the right to manage, harvest, and sell the forest products but does not have the right to sell the land. It was this bundling of rights that the Creative Commons developers adapted with their six core licenses. The understanding of the “bundle of rights” within property rights is steadily growing because of the increased online visibility of the Self-Archiving Initiative and the Creative Commons. Many authors, however, are still not aware that they can retain the copyright while making their works available through open access (Harnad 2001; Hess 2005).

For the purpose of analysis, it is important to remember that all knowledge and all technologies are human artifacts, with agreements and rules, and strongly tied to the rules of language itself. Thus, knowledge has an important cultural component as well as intellectual, economic, and political functions. As such, it is a “flow resource” that must be passed from one individual to another to have any public value. The rules connected with knowledge, epistemic communities, and information technologies must continually be adapted as those technologies and communities change and grow. Rules need to be flexible and adaptable in order to create effective institutional design and ensure resource sustainability.

The Action Arena

Action arenas (see figure 3.3) consist of participants making decisions within a situation affected by the physical, community, and institutional characteristics that will then result in varying patterns of interactions and outcomes (Ostrom 2005, chapter 2).

Action arenas can occur throughout all levels of rule and decision making, including the operational-choice, collective-choice, and
constitutional-choice levels discussed above. They can also occur at the local, regional, or global levels. Importantly, the action arena is at the heart of any analysis involving institutional change.

In our discussion we will apply the IAD framework specifically to the diverse arenas involved in developing digital repositories for research materials. The relevant actions could thus be trying to get faculty and departments to voluntarily submit their artifacts to the university repository, agreeing on the format and metadata standards for an international online global archive such as the microbiological commons, or deciding on the policies of who can access which collections held in the facility, as well as many others.

**Action Situation: Building a Digital Repository**
The action situation focuses on how people cooperate or do not cooperate with each other in various circumstances. The analysis needs to identify the specific participants and the roles they play within the situation. It will look at what actions have been taken, can be taken, or will be taken and how these actions affect outcomes. How much control does each participant have and how much information do they have about
the situation? Are all the actors equally informed? Are decisions being made to address short-term dilemmas, or are long-term solutions being sought? Are varying types of outcomes possible? What are the costs and benefits?

In the example of building a university digital repository, the levels of actions and decisions will be polycentric—that is, there will be decentralized, alternative areas of authority and rule and decision making. Say the intended action is to build a digital repository and populate it with faculty research products—both published and unpublished. There will be actions and decisions made by library committees and subcommittees and by the library administration. At the same time, there will be actions taken by faculty groups and committees, and multiple actions and decisions made by computer technology committees and groups.

In analyzing situations, one is particularly concerned with understanding the incentives facing diverse participants. With an institutional repository, many incentives exist for faculty to want to submit their research. Most immediate is the high visibility, usage, and citation impact that free, online articles receive. It has been estimated that the citation rate of an article cited in other journals increases dramatically when the cited article is freely accessible online (Harnad and Brody 2004; Brody et al. 2004). This visibility/impact incentive pertains to organizations as well as to individual authors (Savenije 2004; Crow 2002). Well-populated and widely used university repositories, for instance, can reflect a university’s quality and can “demonstrate the scientific, societal, and economic relevance of its research activities, thus increasing the institution’s visibility, status, and public value” (Crow 2002). Higher citation counts also lead to more research funding for the author and organization as well as to career/salary benefits for the author (Smith and Eysenck 2002; Harnad et al. 2003).

Valuable scholarly and scientific information that can be harvested through its metadata will greatly facilitate the global knowledge exchange and further the timeworn tradition of open science. It is no surprise, therefore, that even greater incentives exist in developing countries for the construction of digital repositories. Online accessibility gives voice, visibility, and impact to authors of important research who are often passed over in the western scientific journals. At the same time, open access gives developing-country researchers greater access to the global scientific literature (Kirsop 2004), thereby informing and strengthening their research.
The initial planning process requires strong leadership, great amounts of energy, and time from individuals or a small group. The impetus for MIT’s DSpace repository software development (http://dspace.org/index.html) grew from discussions between the director of the libraries and faculty members. The director then became the driving force behind the initiative. Kansas University’s provost, David Shulenburger, encourages librarians to be those committed individuals, educating their university presidents and chief academic officers, as well as the faculty, about the current trends in scholarly publishing and the potential for open access. Most important, faculty need to “get the message.” Many already have, of course. For example, one of the strongest voices in the international self-archiving and institutional repository movement is Stevan Harnad, a professor of cognitive science at Southampton University.

For the incentives to be effective, the participating community—the faculty and researchers—need to be educated about them. Harnad (2003a) writes that “it is becoming apparent that our main challenge is not creating university repositories, but creating policies and incentives for filling them.” Many faculty are not yet familiar with the capabilities of global cross-archive metadata harvesting. Since experience is already showing that creating a university repository and encouraging faculty to fill it is not enough, it may be that some kind of formal requirement would be the best method of filling such repositories (Swan and Needham 2005, 34). It may take much longer than hoped to build successful repositories where faculty participate routinely and willingly. The requirements for such institutional change may be much more complex than we imagine, while social capital and trust are built, and while the process of participating is simplified. Faculty from different disciplines will take varying amounts of time to assimilate the new and gravitate from the old ways of publishing.

A major impetus that may move many institutions from reluctance to action is the growing support for the Berlin Declaration. The 2003 Declaration encouraged support for the principles of open access. The 2005 Berlin 3 meeting in Southampton, UK, moved the initiative from one of passive support to actual implementation of the principles by recommending that institutions should (1) require that their researchers self-archive all of their published articles and (2) encourage and support publishing in OA journals as much as possible. Several institutions have adopted policies that now require self-archiving of non-OA journal arti-
cles and encourage and support publishing in suitable OA journals where possible. The University of Southampton has been the overwhelming leader in the open-archives movement. Its School of Electronics and Computer Science developed a very clear, systematic, and relentless mission in the mid-1990s to promote self-archiving. It prevailed in creating Cogprints in 1997, Eprints Open Source Software in 2000, Citebase in 2001, the Archive Registry, the Policy Registry, and the Journal Policy Directory, and it provided the model policy for both the Berlin Declaration and the UK Recommendation. And, indeed, it may be universities like Southampton that will ultimately lead the way for the rest of the world. Referring to the slow rise of repositories and the difficulties of compliance in the United States, Indiana University Professor and Dean Blaise Cronin (2005) suggests that it may take the success of repositories from smaller countries with centralized educational systems, where policies are uniform and participation is required, to demonstrate the overwhelming value of a successful, well-populated repository.

The University of Kansas was the first U.S. university to sign the Registry of Institutional OA Self-Archiving Policies implementing the Berlin Declaration. Its endorsement was drafted by the university faculty senate and was backed by the university provost, who is an enthusiastic supporter of open access. The endorsement is not a requirement, but the provost and council have strongly urged faculty to deposit their publications in the university’s repository. But one year after the endorsement, the university’s IR, KU ScholarWorks has only around 650 records, which indicates a low compliance rate. Other institutions with new OA requirement policies are Minho University in Portugal, twelve Dutch universities, and the Max Planck Society with its seventy-eight institutes. Over time, it will become more evident which action strategies are most effective for implementing and populating repositories.

In this book, Kranich, Levine, Schweik, and Lougee all discuss action arenas within different knowledge commons. The measure of success will be how people behave in response to those actions and how those responses determine the outcomes.

Patterns of Interaction

The exogenous characteristics, the incentives, the actions, and the other actors all contribute to the patterns of interactions. In a commons, how the actors interact strongly affects the success or failure of the resource.
As figure 3.4 illustrates, the patterns of interaction are intricately linked to the action situations.

Developing a university repository is a commons activity. It requires multiple layers of collective action and coordination. It also requires a common language and shared information and expertise. One can free ride on that production process by not depositing materials that need to be in the repository. But the free riding can only occur with those members of the local knowledge commons—the faculty and researchers—who are expected to contribute to the repository.

Various aspects of free riding and misuse have to do with noncompliance with the rules related to the development of a university repository. A perverse outcome on the use side of the public-good aspect of a university repository is underuse. While scholars who have focused primarily on natural-resource commons will be amused to encounter a problem of underuse, it is an inefficient use of resources to make a major investment in a university repository when it is not used and the knowledge in it is not made available to those who need it. Others outside that community who browse, search, read, download, or print out documents in the repository are not free riding. In fact, they enhance the quality of the resource by using it.
Patterns of interaction can be strongly conflictual especially when there is hyperchange in the community of users and in their values and goals. In addition to conflict, interactions may be simply unfocused and unthinking—a part of a growing “culture of carelessness” (Baron 2000) where quick-fix solutions take the place of collaborative analytical processes. In the university community, patterns of interaction may be influenced by hierarchies, lack of respect, and distrust that often accompanies the “tribalism” of disciplines (Becher and Trowler 2001; see Thorin 2003, 13, who discusses the “complexity embedded in the disciplines”). It is important that the participants gain sufficient information about the structure of the situation, the opportunities they and other participants face, and the costs of diverse actions. With adequate information they may develop increasing trust so that the situation can lead to productive outcomes.

We have focused so far on university or organizational repositories. Our own experience lies in the construction of an epistemic repository—the Digital Library of the Commons (DLC). As of July 2006, there are 1,202 full-text papers, dissertations, and published articles in the repository. Epistemic repositories could be obstacles to institutional or university repositories. Work on the DLC began in 2000 when there were few repositories at all. The DLC encourages submissions by colleagues in developing countries where repositories are not yet established. And it gives visibility to a widely interdisciplinary area of study that is often not recognized by local departments and universities as an important area of research. As we discussed, there are many incentives but participation is lagging. We have made numerous attempts to educate the community through demonstrations, presentations, and articles (see Hess 2005). Most of the documents contained in the repository have been submitted by the DLC staff and conference chairs after receiving author permissions through local, regional, and international conferences. This is a viable strategy to get authors to participate, with librarians, information technologies, and researchers working collaboratively in the provision of new knowledge.

Outcomes

In the environmental commons research, the analytical process often begins with the outcomes (see figure 3.5), especially negative outcomes, such as “why is there continual drought in the African Sahel?” or “why are the cod fisheries close to depletion?” Analysis can also be motivated
by confusing and conflicting outcomes, such as “why is one forest depleted while another ten miles away is thriving?” Sometimes the outcomes in the knowledge commons seem crystal clear, as with the disappearance of footnote or citation URLs that Waters discusses in chapter 6 or the loss of important information through mandatory filters that Kranich talks about in chapter 4.

Most of the outcomes that have been written about in the newly emerging knowledge-commons literature are either types of enclosures of information that used to be open or the creation of new digital commons that provide better access to information. Writers tend to point to outcomes that they like or dislike, but few have gone into in-depth analysis. Thus far we (all of us!) have mainly been at the “look what is happening!” stage. In the midst of the relentless hyperchange, it can seem like a full-time job just keeping up with what is happening in the realm of digital knowledge commons.

Within the broad spectrum of the knowledge commons, there are a myriad number of competing outcomes—some of which are considered negative, while others are seen as positive (see table 3.1). The conflicting outcomes reflect a highly complex resource where new technologies
have increased capabilities to “harvest” information as a commodity. There are now multiple uses by expanded communities for the same resource—not just scholarship, but entrepreneurship, competition, and financial gain. Because the outcomes are often the result of a number of desperate actions, it is helpful to keep an interdisciplinary frame of mind. The desired outcome may be the dissemination and preservation of the scholarly record, but contributing factors in the outcome formula are new computer technologies, financial constraints, university corporatization, declining numbers of tenured faculty, lack of information, and new intellectual property rights legislation.

Seeing outcomes in their context and as a progression of events may better help us see solutions. At the Workshop on Scholarly Communication as a Commons (the forerunner of this book, described in the preface), Clifford Lynch pointed out that it is difficult to know how we are doing in this uncharted territory of globally distributed information. Indeed, it is possible that the outcomes, such as underpopulated digital

Table 3.1
Potential positive or negative outcomes in various knowledge commons

<table>
<thead>
<tr>
<th>Negative outcomes</th>
<th>Positive outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proprietary scientific databases (enclosure)</td>
<td>Open-access research libraries (access)</td>
</tr>
<tr>
<td>Digital divide and information inequity (inequity)</td>
<td>Global use, provision, and production (equity)</td>
</tr>
<tr>
<td>Lack of standards across collections (degradation)</td>
<td>Standards and interoperability of digital information (diversity and rich commons)</td>
</tr>
<tr>
<td>Conflict and lack of cooperation</td>
<td>Cooperation and reciprocity (social capital)</td>
</tr>
<tr>
<td>Lack of quality control (pollution)</td>
<td>Quality control of content (richness)</td>
</tr>
<tr>
<td>Overpatenting and anticommons enclosure</td>
<td>Open science (enhanced access/communication)</td>
</tr>
<tr>
<td>Noncompliance (weak resource)</td>
<td>Compliance and participation (well-populated repositories)</td>
</tr>
<tr>
<td>Withdrawal of information (instability, degradation, depletion)</td>
<td>Preservation of information (access)</td>
</tr>
<tr>
<td>Spam (pollution)</td>
<td>Scholarly blogs (enhanced quality of information and communication)</td>
</tr>
</tbody>
</table>
repositories, are the results of an old path. One might even surmise from using the IAD framework that if the physical characteristics have substantially changed, it is reasonable that the institutional characteristics, the actions, and the patterns of behaviors will have to change—to adapt—in order to have successful and sustainable outcomes.

It is possible that successful outcomes in the knowledge commons may be most apparent in the developing world. It is too soon to know. At a pan-African information communication conference in 2004, many African participants were planning actions that would lead to further-reaching outcomes than their western/northern counterparts. They wanted to use university open-access repositories to communicate with indigenous communities, to inform government officials and policymakers of best practices and lessons learned from scientific research, and, ultimately as a way to help alleviate poverty and build sustainable economic development!

**Evaluative Criteria**

The evaluative criteria (see figure 3.6) allow us to assess outcomes that are being achieved as well as the likely set of outcomes that could be achieved under alternative actions or institutional arrangements. Evaluative criteria are applied to both the outcomes and the interactions among participants that lead to outcomes. While there are many potential evaluative criteria, some of the most frequently used criteria are (1) increasing scientific knowledge, (2) sustainability and preservation, (3) participation standards, (4) economic efficiency, (5) equity through fiscal equivalence, and (6) redistributional equity.

**Increasing Scientific Knowledge**

One of the core evaluations made of scientific research is whether it leads to an increase in the knowledge that has been recorded and made available to other scholars, students, and the public at large. The progress of scientific knowledge can be assessed based on the amount of high-quality information available; the quality and usefulness of the common pool; the local and global use of the information; and the percentage of free, open-access information versus closed, proprietary information. One can also evaluate the markup language, metadata, and format standards that facilitate or restrain interoperability. One of the hotly debated questions at this time is about the sustainability of the integrity of the scholarly
record with the advance of institutional repositories, especially if it results in the demise of academic presses (Anscombe 2005).

**Sustainability and Preservation**

Sustainable systems are those that meet the current needs of many individuals involved in producing, deciding, and using a commons (e.g., students, faculty, researchers, librarians, administrators, citizens, public officials) without compromising the ability of future generations to also meet their needs. Unfortunately, because change is part of the human and physical condition, resources can never be sustained “once and for always.” Sustainability is an ongoing process that requires monitoring and frequent reevaluation. Thus, when evaluating the sustainability of a system, one needs to examine the processes involving interactions among participants and whether they increase the physical, social, and human capital involved or slowly erode that capital. In regard to ecological systems, sustainability has usually meant the maintenance of the capacity of an ecological system to support social and economic systems over time (Berkes, Colding, and Folke 2003, 2). When applied to a knowledge commons, one is asking whether these systems can survive over time.
as well as supporting ecological, social, and economic systems through increased access to relevant information. Are the preservation strategies economically feasible? Such strategic plans will need to factor in changing actors and participants, adaptive software systems, and constantly evolving rules. Efforts to sustain the knowledge commons will entail a continual process of juggling the requirements of sudden and demanding new technologies with the steadfastness of long-term commitments. Perhaps the successful plan for sustainability is in the balance.

**Participation Standards**

As we have pointed out, participation—that is, submission of research artifacts to an institution’s repository—is essential to the quality of the whole. It is clear that the incentives and rules must change for authors to participate actively in the open and public provision of knowledge. The challenges for institutional change for a successful digital repository are daunting. Scholars are not used to thinking of themselves as archivists. Yet the self-archiving aspect of a repository requires just that. It may be that participation is successful when the amount of information in a repository has reached a critical mass, so that the norm will be to get one’s documents into the system as soon as possible after production or publication. Librarians and technologists can help the system reach a critical mass by scanning and archiving retrospective documents of value. This is what MIT’s DSpace repository did recently when the libraries digitized over 10,000 theses and dissertations and put them into the system. In a sense, they participated as information providers by being “proxy submitters.”

**Economic Efficiency**

Economic efficiency is determined by the magnitude of the change in the flow of net benefits or costs associated with an allocation or reallocation of resources. The concept of efficiency plays a central role in studies estimating the benefits and costs or rates of return to investments, which are often used to determine the economic feasibility or desirability of public policies. When considering alternative institutional arrangements, therefore, it is crucial to consider how revisions in the rules affecting participants will alter behavior and, hence, the allocation of resources. Many studies have already shown the economic efficiency of open-access publishing, but finding the appropriate rules for sharing the new costs of this form of publication is still under development.
Achieving economic efficiency in path-dependent libraries is a delicate task. In most academic libraries, the “digital library programs” are separate from the traditional departments in the library, such as the subject areas, acquisitions, and cataloging. This made sense ten or fifteen years ago, but today almost all information resources are “born digital.” How to integrate and make these two library systems efficient is a major concern.

**Equity through Fiscal Equivalence**
There are two principal means to assess equity: (1) on the basis of the equality between individuals’ contributions to an effort and the benefits they derive and (2) on the basis of differential abilities to pay. The concept of equity that underlies an exchange economy holds that those who benefit from a service should bear the burden of financing that service. Perceptions of fiscal equivalence or a lack thereof can affect the willingness of individuals to contribute toward the development and maintenance of resource systems.

One of the perplexing issues related to the publication of journals in the digital age is how to “tap” the beneficiaries of the provision of a journal to pay for the cost of publication, including managing the flow of documents, choosing referees, refereeing, editing, and publication itself. The costs used to be borne by a mixture of academic disciplinary associations drawing on their membership fees, subscriptions by members of disciplines and by libraries, by universities who benefited from the prestige of having a well-respected journal housed at their university, by publishing houses, and by advertisers in the journal. As more journals are going online and not relying on publishers, a substantial proportion of the costs is being shifted to the authors of accepted articles. Trying to work out an equitable assignment of the costs to the various beneficiaries is a challenging process, given that there are few ways of determining the relative size of the benefit flow.

**Redistributional Equity**
Policies that redistribute resources to poorer individuals are of considerable importance. Thus, although efficiency would dictate that scarce resources be used where they produce the greatest net benefit, equity goals may temper this objective, resulting in the provision of facilities that benefit particularly needy groups. This is an example of a type of digital divide that is becoming more frequent. International scientific
collaboration is steadily increasing, but the information divide between the haves and have-nots is also increasing. Should universities from developed countries take a more active role in providing access services with partners in developing countries? On the other hand, redistribu-
tional objectives tend to conflict with the goal of achieving fiscal equiv-

alence, and tough decisions are required in order to prioritize equity needs. Should an online journal charge authors from developing coun-
tries a lower “publication” fee in order to enhance redistributional objectives? But then who pays for the increased efforts to provide information to scholars in developing countries?

Requirements of Adaptive Governance in a Complex System

Researchers who have focused on the governance of natural resources have struggled with the question of why some self-governing systems have survived for many years (some as long as 1,000 years), while others collapse within a few years, or even after a long and successful era. There is no simple answer. One of the core problems that has been documented is that rapid change in the environment and in the community is always a major challenge for any governance system. Over time, scholars have come to a general level of agreement that there are several requirements that somehow need to be met for a governance system to be adaptive and robust over time. These are: providing information, dealing with conflict, inducing rule compliance, providing infrastructure, and being prepared for change (see Dietz, Ostrom, and Stern 2003). A wide diversity of specific ways of meeting these requirements have been observed. Let us briefly discuss each of these requirements.

Providing Information

All effective governance systems at multiple levels depend on good, trust-
worthy information about stocks, flows, and processes within the enti-
ties being governed, as well as about the relevant external environment. This information must be matched with the level of aggregation that individuals are using to make decisions. All too often, large flows of data are aggregated. Decisions are, however, frequently made by much smaller units where there is substantial variance from the average reported in the aggregated data. Information must also be fit with decision makers’ needs in terms of timing, content, and form of presentation. Informational systems that simultaneously meet high scientific standards and
serve ongoing needs of decision makers and users are particularly useful. Information must not overload the capacity of users to assimilate it. Finding ways to measure and monitor the outcomes generated for a university repository that has substantial impact outside the university is an informational challenge for any governance system.

**Dealing with Conflict**

Sharp differences in power and in values across interested parties make conflict inherent in all choices of any importance. Conflict resolution can be as important a motive in designing institutions as is the concern with building and maintaining a resource itself. People bring varying perspectives, interests, and fundamental philosophies to problems of the scholarly commons. Conflicts among perspectives and views, if they do not escalate to the point of dysfunction, can spark new understandings and better ways of accomplishing outcomes. The core problem is designing conflict-resolution mechanisms that enable participants to air differences and to achieve resolutions that they consider legitimate, fair, and scientifically sound.

**Inducing Rule Compliance**

As we have learned, effective governance also requires that whatever rules are adopted are generally followed, with reasonable standards for tolerating small variations that always occur due to errors, forgetfulness, and urgent problems. It is generally most effective to impose modest sanctions on first offenders, and gradually increase the severity of sanctions for those who do not learn from their first or second encounter (Ostrom 1990). The challenge in designing a new governance system is how to use informal strategies for achieving compliance at the beginning that rely on participants’ commitment to a new enterprise, the rules they have designed, and subtle social sanctions. When a more formal system is developed, those who are the monitors and those who impose sanctions must be seen as effective and legitimate by participants, or rule evasion will overwhelm the governance system.

**Providing Infrastructure**

Infrastructure includes physical and institutional structures and technology. Thus, the infrastructure affects how a commons can be utilized, the extent to which waste can be reduced in resource use, and the degree to which the physical conditions of a resource and the behavior of
users can be effectively monitored. Indeed, the ability to choose institutional arrangements depends in part on infrastructure—largely in regard to ways of storing and communicating information. Infrastructure also affects the links between local commons and regional and global systems.

**Being Prepared for Change**
Institutions must be designed to allow for adaptation because some current understanding is likely to be wrong, the required scale of organization can shift, and biophysical and social systems change. Fixed rules are likely to fail because they place too much confidence in the current state of knowledge, while systems that guard against the low-probability, high-consequence possibilities and allow for change may be suboptimal in the short run but prove wiser in the long run. This is a principal lesson of adaptive management research.

**Conclusion**
The purpose of this chapter has been to clearly guide readers through the various components of the IAD framework. It has been a tested tool for analyzing traditional commons dilemmas, for understanding inexplicable outcomes, and for facilitating new institutional design. We expect that the framework will evolve to better fit with the unique attributes of the production and use of a knowledge commons. Over time, it will be possible to extract design principles for robust, long-enduring knowledge commons. After more efforts succeed and others fail, we will be able to better understand what makes various knowledge commons work and how we can better work toward robust and sustainable resources.

**Notes**
1. Referring to the poem of John Godfrey Sax (1816–1887), “The Blind Men and the Elephant”: “It was six men of Indostan/To learning much inclined/Who went to see the Elephant/(Though all of them were blind). . . .” http://www.wordfocus.com/word-act-blindmen.html.
2. For longer-term analyses, feedback from the outcomes of interactions tends to change these “temporarily” exogenous variables. And, when one is analyzing a rapidly evolving system with changes occurring at multiple levels relatively rapidly, these feedback loops are very important.


5. Usually referred to as an “institutional repository.” We will refer to this kind of organizational archive as a “digital repository” to avoid confusion with our discussion of “institutions” and “institutional analysis.”

6. For more on rules, see Commons [1924] 1968; Bromley 1989; Agrawal 1994; Crawford and Ostrom 2005.


8. See http://creativecommons.org/.

9. In Schlager and Ostrom 1992, the term used for extraction is withdrawal.

10. “Offering your work under a Creative Commons license does not mean giving up your copyright. It means offering some of your rights to any member of the public but only on certain conditions.” http://creativecommons.org/about/licenses.

11. Vincent Ostrom has repeatedly emphasized the artifactual nature of knowledge and institutions:

Every development—street sweeping, production of fertilizers, irrigation works, the development of new seed stocks—has a component to it that is concerned with how the activities of people are organized in relation to one another. (V. Ostrom 1969, 2)


14. A 1995 survey revealed that the main index of scientific journals, the Science Citation Index, indexes 3,300 journals of the 70,000 that are published worldwide. Less than 2 percent of the journals are from developing countries (with 80 percent of the world’s population). The author writes that the “near invisibility of less developed nations may reflect the economics and biases of science publishing as much as the actual quality of Third World Research” (Gibbs 1995, 92). We could find no evidence that these numbers have improved over the last ten years.

15. While rates of cited references vary among disciplines, multiple studies have demonstrated the overwhelming advantage for authors in the natural sciences who make their research artifacts freely available online by self-archiving their
non-OA journal articles on the web. Citation counts are compared for articles within the same issue of the same non-OA journal that are or are not made OA by their authors through self-archiving (Lawrence 2001; Harnad and Brody 2004a; Brody et al. 2004; Hitchcock et al. 2003; Murali et al. 2004). Some other impact studies show that citation rates for OA journals actually have fairly similar patterns to non-OA journals, but that the citations of OA journal articles appear earlier than for hardcopy articles (Testa and McVeigh 2004; Pringle 2004). See The Open Citation Project at http://opcit.eprints.org/oacitation-biblio.html for a comprehensive, frequently updated bibliography of open-access visibility studies.


17. “Key to any success was defining the problem confronting us. It is not ‘the library problem’ or ‘the Provost’s problem,’ but ‘the scholarly communication problem’ ” (Shulenburger 1999).

18. One well-known study found that 49 percent of faculty have self-archived at least one article in some way, but out of the 51 percent who have not, 71 percent were unaware of the option (Swan and Brown 2005). Even more significant was the finding that 81 percent stated that they would comply willingly with self-archiving if their institutions required them to, 14 percent more would comply reluctantly, and only 5 percent said they would not comply (Swan and Brown 2005). Ninety-two percent of journals have already given authors a green light to self-archive, but authors are self-archiving only 15 percent of their articles.

19. OAIster harvests data from 6,073,500 records from 572 institutions. See http://oaister.umdl.umich.edu/oaister/.


21. OA means “immediate, permanent, free online access to the full text of all refereed research journal articles” (Harnad 2005).


23. The endorsement is online at http://www.provost.ku.edu/policy/scholarly_information/scholarly_resolution.htm.


26. The DLC staff will digitize hardcopy texts and images, convert them to PDF files, assign the metadata, and submit them for those who do not want to go to the trouble or who do not have the digital capability.

27. Examples of knowledge commons that have been analyzed are congestion and overuse on the Internet caused, for instance, by peak demand and not enough bandwidth (Gupta, Stahl, and Whinston 1995; Hess 1995; Huberman and Lukose 1997; Bernbom 2000); free riding (Adar and Huberman 2000); conflict (Carnevale and Probst 1997); deception (Grazioli 2004); withdrawal (such as the removal of presidential papers from the public domain pursuant to Executive
Order #13233) (Evans and Bogus 2004); enclosure (Boyle 2003); inequity and the digital divide (Greco and Floridi 2004); and other forms of degradation. Others have focused on positive interactions and outcomes, such as cooperation (Weber 2004; Kollock and Smith 1995); institution building (Dinwoodie 2004); collective action (Rheingold 2002; Mele 2003); and self-organization (Noonan 1998).


29. This is the notion of “common but differentiated responsibilities” frequently applied in international law and promoted in the World Summit on Sustainable Development, Johannesburg, August 2002. See http://www.cisdl.org/pdf/brief_common.pdf.

30. Governance has to do with humans trying to find ways of making decisions that reduce the level of unwanted outcomes and increase the level of desirable outcomes (Ostrom 1998).
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Protecting the Knowledge Commons
Countering Enclosure: Reclaiming the Knowledge Commons

Nancy Kranich

For centuries, scholars, students, and the general public have relied on libraries to serve as their knowledge commons—a commons where they could share ideas and “promote the Progress of Science and useful Arts.” For scholarship to flourish, researchers have always needed free and open access to ideas. In today’s digital age, this means access to knowledge and information online. In the early days of the Internet, new technologies promised exactly that—abundant open access to an infinite array of resources available anywhere, anytime. By the dawn of the twenty-first century, new technologies transformed the way students learn, faculty members teach, scholars inquire, and librarians deliver research resources. But the same technologies that enable unfettered access also enclose these commonly shared resources, thereby restricting information choices and the free flow of ideas. As a result, many of the scholarly resources formerly available through libraries are now enclosed, unavailable from the commons where they were openly shared in the past.

Librarians, scholars, civil libertarians, and others favoring open access to information and ideas have struggled against enclosure. Despite impressive efforts, they have faced an uphill battle to influence outcomes in Congress, the courts, and beyond. Now, however, they are coming together around the emerging notion of the knowledge commons, which offers a new model for stimulating innovation, fostering creativity, and building a movement that envisions information as a shared resource. The knowledge commons offers a way not only of responding to the challenge posed by enclosure, but also of building a fundamental institution for twenty-first century democracy.

In this chapter, I examine the numerous forces enclosing the knowledge commons and threatening the sustainability of scholarly
communication. I describe strategies deployed to counter enclosure, many of which are undertaken through the collective action of librarians and scholars working together worldwide. I then consider alternative models for delivering research resources that expand access and participation, as well as the role of research libraries in these efforts. I also discuss the challenges to achieving these new operational modes. In addition, I propose some designs for governance structures, financial models, and advocacy efforts that will help transform the academy into a twenty-first century institution that organizes, safeguards, preserves, and promotes the knowledge assets of the scholarly community. Finally, I suggest research that is needed to advance theory and practice related to the development of sustainable knowledge commons in the digital age.

Enclosing the Scholarly Commons

During the last quarter of the twentieth century, traditional means for acquiring and distributing information began to be transformed. With increased availability of digital content and high-speed telecommunications, industries raced to dominate the burgeoning information marketplace. While news about media monopolies, telecommunications deregulation, and the dot-com boom played in prime time, a less visible transformation was changing dissemination modes for scholarly information. Government information was privatized and classified, journal publishers merged, and copyright laws were modified in response to corporate pressure and shifts in policy discourse, the rise of a global economy, adoption of new technologies, and the ease of copying computer files. As a result, even though more people than ever have access to computers and the Internet, much valuable information is being withdrawn, lost, privatized, or restricted from the public, who used to be able to rely on this same information. In effect, this “walled garden” or “enclosure” online creates an increasing threat to democratic principles of informed citizens and academic principles of building on the shoulders of giants. Looks are deceiving: while it appears that we have more, we actually have less and less.

Instead of fulfilling the promises of the information age, large portions of online content have come under government-imposed restrictions or corporate controls like technological protection measures, licensing, and other digital-rights management techniques, all of which impede access to information and limit its use. As a result, much online content is now
restricted, wrapped, and packaged—treated as secret or private rather than public or common property. Like medieval times when enclosure of agricultural pasturelands occurred both piecemeal and by general legislative action, no single decision or act is causing today’s enclosure of the commons of the mind. Some of the enclosures of the knowledge commons have been rapid, others gradual; many brought on by digitization and electronic distribution; others brought on by economic exigencies. No matter what the reason, a cumulative series of public- and private-sector policies have resulted in less access to the knowledge essential to “promote the Progress of Science and useful Arts.”

The story of enclosure of the knowledge commons began unfolding after World War II. In the mid-twentieth century, the government contracted with the defense industry to use computers to develop databases that could manage information efficiently and effectively. One of these companies, Lockheed, launched the “Dialog” system, which indexed educational and medical information along with defense-related data. But after a decade of federal start-up support, the information industry that emerged in the 1960s began urging the government to curtail or eliminate its publication programs, and warned of the dangers of a government monopoly over information. As Paul Zurkowski, the director of the newly formed Information Industry Association (IIA), put it, “Just as surely as the Berlin Wall stands today, in the absence of a concerted industry-wide effort, user choice in information one day soon will be replaced by ‘free information’ from one source.”

Over the next decade, the Reagan administration eliminated scores of government-produced publications, contracting out federal library and information programs (which resulted in the closing of many important federal research libraries), and placing “maximum feasible reliance” on the private sector to disseminate government information. The privatization platform advocated by the IIA and fostered by the Reagan administration was the backdrop for many of the battles to come over ownership and control of information. With the subsequent development of networks, the World Wide Web, and digitized content, government publications in electronic format became big business. But many of those still produced by the government are no longer included in standard catalogs, distributed through the depository library program, or archived or preserved for permanent public access.

In the 1980s, at the same time that government publications were becoming privatized, many scholarly societies inadvertently facilitated
enclosure of the commons when they turned over their journal publish-
ing to private firms as a way to contain membership fees and generate income. Prices of scholarly journals soon soared, and publishing con-
glomerates restricted or enclosed access through expensive licenses that often required bundled or aggregated purchase of titles. Unfortunately, once journal prices outpaced library budgets, the short-term financial gains for the societies were quickly offset by serious losses in terms of access to research results. Initially, price increases were offset by resource-sharing networks that facilitated rapid delivery through inter-
library loan. Later, though, these counterbalancing arrangements were undermined by restrictive licensing agreements.

By the early 1990s, mergers of academic journal publishers left only a few international conglomerates in control, straining already tight higher education budgets by charging as much as $20,000 for subscrip-
tions to journals like Nuclear Physics, Brain Research, and Tetrahedron Letters, while returning profits as high as 40 percent. According to a study by Bergstrom and Bergstrom, these commercial press charges differed remarkably from the prices charged by nonprofits, typically differing by six times the average per-page price for journals published in the same field. Dependence on the private sector for scholarly journals essentially compels universities to finance research, give it away to for-
profit publishers for free, and then buy it back at astronomical prices. Because of the extraordinary increases in journal costs—220 percent since 1986 (compared to an increase in the consumer price index of 64 percent)—research libraries have had no recourse but to cut many of their journal subscriptions. At the same time, the stress on budgets has resulted in far fewer purchases of books, particularly titles of marginal interest or those published overseas, and has strained the revenues of uni-
versity presses that traditionally relied heavily on libraries for sales.

In addition to steep price increases for some publications, publishers and information aggregators began requiring consumers and libraries to sign restrictive licensing agreements if they were to acquire or use digital materials—both copyrighted and public domain—that are compiled into databases such as Lexis/Nexis and Science Direct. Some licenses are simply imposed on consumers when they open shrink-wrapped packages or download software from the Internet. Others signed by libraries require complex negotiations prior to electronic purchases, and often force libraries to buy bundled suites of items—many of low interest—if they are to receive titles in greater demand. In addition, these contracts
centralize control over the flow of information and eliminate many user protections guaranteed under copyright laws, such as fair-use rights to view, reproduce, and quote limited amounts of copyrighted materials.\textsuperscript{11} In addition, licensing contracts prevent libraries from loaning materials to outsiders or archiving and preserving them for posterity. Moreover, because these licensed databases are leased rather than owned, the library has nothing to offer users if it discontinues its subscription, even after it has paid annual fees for many years.\textsuperscript{12} When budget cuts come, says Siva Vaidhyanathan, “The library has no trace of what it bought: no record, no archive. It’s lost entirely.”\textsuperscript{13}

At the same time that libraries and scholars are pressed to sustain the production and preservation of knowledge, they are facing the imposition of new “technological protection measures” such as “digital-rights management” techniques that prevent individuals from lawful lending and sharing of creative works, or making “fair use” of them through commentary, parody, scholarship, or news reports. Congress has exacerbated this problem by passing such laws as the 1998 Digital Millennium Copyright Act (DMCA), which imposes criminal penalties for circumventing encryption and other technological protection measures, or even distributing circumvention tools,\textsuperscript{14} and the Sonny Bono Copyright Term Extension Act (CTEA), which extends the already lengthy duration of copyright for twenty years, thereby freezing the public domain where works are freely available to distribute, copy, and share.\textsuperscript{15} Another DRM tool is the “broadcast flag,” a digital mark that signals conditions allowing or disallowing TV programs to be copied. In November 2003, the FCC mandated that all digital television (DTV) equipment recognize and obey a broadcast flag, an approach struck down by the D.C. Circuit Court in May 2005, but revived for consideration by Congress.\textsuperscript{16}

Recently, the courts have reinforced these congressional actions that further enclose the public domain and limit the public’s rights to use information. In \textit{Eldred v. Ashcroft} in 2003, the Supreme Court rejected a constitutional challenge to the Sonny Bono law, in a decision that seems to give Congress the power to extend the copyright term at will into the future.\textsuperscript{17} In 2000, the lower courts shut down the music file-sharing service Napster. Less centralized systems like Grokster and KaZaA took Napster’s place, but they too have been sued for “contributory” copyright infringement. In 2003, the recording industry began filing lawsuits against hundreds of people accused of downloading copyright-protected
music, even though many were practicing lawful file sharing. The continuing efforts of the companies that make up the “copyright industry” to shut down file-sharing services, prosecute individuals for alleged copyright violations, and otherwise lock up or enclose information have resulted in a highly contested policy terrain for information and culture, and chilled lawful exchange of information.\(^\text{18}\)

Perhaps the most hotly contested technological measure used to control information access is the Internet filter. Initially designed for home use, filters are now required for use in schools and public libraries if they are to receive federal grant support under the Children’s Internet Protection Act, upheld by the Supreme Court in June 2003. Unfortunately, filters do more harm than good, blocking the use of thousands of legal and useful resources for adults while many banned images remain available. Although Congress mandated filters in order to limit the exposure of minors to child-pornography images or other material considered harmful to minors on the Internet, it requires that public libraries install this restrictive software on all computers, including those used by adults and staff. Even though colleges and universities are not directly affected by this law, many of the affected public libraries, such as those in New York and Boston, serve scholars as well as the general public.\(^\text{19}\)

Another type of enclosure was resurrected following the terrorist attacks on September 11, 2001, when the government put in place a series of measures to secure the nation by locking down “sensitive” information. These measures, similar to many imposed during the cold war,\(^\text{20}\) greatly expand government secrecy at almost every level, restricting access to critical health and safety information and removing sensitive but unclassified information from websites and scientific journals. Most visible of these measures is the Patriot Act, passed with a variety of controversial surveillance measures just forty five days after the attacks. Among the most contested provisions are the sections that open up confidential library and bookstore records to law enforcement review, chilling free expression and eroding the civil liberties of innocent Americans.\(^\text{21}\) Even before this law passed, Attorney General John Ashcroft tried to restrict open access to government information when he sent a memo to government agencies urging them to refuse Freedom of Information Act requests whenever possible, reversing previous policy that denied the release of information only if it would result in foreseeable harm.\(^\text{22}\) The government is also withholding more information through the classification process. The U.S. Information Security Oversight Office
reported a record 15.6 documents classified in 2004, an increase of 10 percent over 2003 and 50 percent since 2001. Furthermore, the pace of declassification has slowed to a crawl, from a high of 204 million pages in 1997 to just 28 million pages in 2004. Not only are agencies withholding more information because of a perceived national security risk, they are also labeling public data as “sensitive but unclassified,” further restricting access. In March 2002, White House Chief of Staff Andrew Card ordered a reexamination of public documents posted on the Internet, resulting in the removal of thousands of items that might aid terrorists. But the terror-related categories used by the government to “take down” sensitive sites are considered so vague by the American Library Association and others that virtually any type of information conceivably related to terrorism can now be withheld from public scrutiny. About the same time but apparently unrelated to national security, President George W. Bush issued Executive Order 13233 preventing public access to presidential records, formerly ordered for release (under the Presidential Records Act of 1987) twelve years after a president leaves office.

Beyond government-produced documents, the Bush administration has reached into the private research arena to restrict public access to sensitive information. In 2003, officials struck a pact with the editors of peer-reviewed scientific journals that relies on the voluntary withdrawal of articles and rejection of future submissions that could compromise national security. Since then, targeted articles have vanished from electronic versions of scientific journals. All of these post-9/11 limitations on public access have prompted policymakers from across the political spectrum, including the chair of the 9/11 Commission, to raise alarms that the government is placing unnecessary restrictions on everyday information essential to ensuring public health and safety. While restrictions are necessary to protect against real threats, scholars, civil libertarians, and librarians caution that a presumption of secrecy rather than disclosure chills the openness necessary to accelerate the progress of technical knowledge and enhance the nation’s understanding of potential threats. Such overzealous restrictions on public access to information result in unnecessary enclosure of public data—enclosure that thwarts innovation and creativity by scholars and researchers eager to solve global problems.

Finally, a discussion about the enclosure of information must not overlook differential access to the Internet and other communications tools
that exclude many from the benefits of the digital age.\textsuperscript{30} No matter whose data is used to describe the “digital divide” between rich and poor, between black and white, between urban and rural, between English- and Spanish-speaking, between old and young, between immigrants and Native Americans, this gap between those with high levels of access and those without persists not only within American communities, but also among colleges and universities. As Larry Irving, former administrator of the National Telecommunications and Information Administration (NTIA), points out, a big issue for colleges is differential levels of technology infrastructure and information resources.\textsuperscript{31} He contends that students who attend elite, well-equipped schools often come with greater exposure to and experience with sophisticated information tools, giving them a big head start. In contrast, those at historically black colleges and universities, Hispanic-serving institutions, or the tribal schools are likely to experience older technology, worse infrastructures, and fewer electronic subscriptions than others, paralleling their limited precollege experiences that put them further behind in preparation for the workforce. Even those not falling behind in their ownership or access to computers and telecommunications networks often lack the skills necessary to utilize these resources effectively.\textsuperscript{32} Far too many students, faculty, and other citizens are unable to identify, evaluate, and apply information and communicate it efficiently, effectively, and responsibly—essential skills if they are to learn, advance knowledge, and flourish in the workplace as well as carry out the day-to-day activities of citizens in a developed, democratic society.\textsuperscript{33}

In the face of these enclosures, librarians along with their colleagues in the scholarly community have struggled to protect access to critical research resources, balance the rights of users and creators, preserve the public domain, and protect public access for all in the digital age. Although they have fought hard to stop enclosure, they face an uphill battle to influence outcomes in a society that emphasizes individual ownership over sharing of resources. In effect, those striving to promote open access remain trapped in political limbo between two opposing solutions—either privatization or government intervention—in order to solve the problem of Hardin’s “tragedy of the commons.”\textsuperscript{34} As Hess and Ostrom point out in their introduction to this book, one of Hardin’s mistakes is that he failed to recognize other possibilities such as management by groups under suitable conditions. Rather than getting caught
between these battling camps, the scholarly community can change the terms of the discourse about who owns its knowledge by adopting a different paradigm for creating, managing, and preserving knowledge in the digital age.

Reclaiming the Knowledge Commons

Digital age information-sharing initiatives, or knowledge commons, allow scholars to reclaim their intellectual assets and fulfill critical roles—the advancement of knowledge, innovation, and creativity through democratic participation in the free and open creation and exchange of ideas. Understanding knowledge as a commons offers a way not only of countering the challenges of access posed by enclosure, but of building a fundamental institution for twenty-first century democracy. Such an institution facilitates not only expression “as diverse as human thought,” but also “peer production”—that is, decentralized production and distribution of information that bypasses the centralized control of more traditional publishing. As the legal scholar Yochai Benkler writes, peer production is “a process by which many individuals, whose actions are coordinated neither by managers nor by price signals in the market, contribute to a joint effort that effectively produces a unit of information or culture.” The result is commons-based production of knowledge that, while not challenging individual authorship, fundamentally alters the current system in which commercial producers and passive consumers are the primary players. In effect, peer production allows everyone to be a creator, thereby privileging “more idiosyncratic, unpredictable, and democratic genres of expression.”

The notion of knowledge commons also provides expanded opportunities to present a new narrative needed to persuade policymakers and the public of the promises and opportunities of an approach that is neither private nor government—one that employs collective action to ensure equitable access, free expression, and fair use in the digital age. The metaphor of the commons provides a language to explain how the extraordinary public assets invested in the nation’s information infrastructure can deliver democratic opportunities for the participation of all citizens. As Bollier explains in this book and elsewhere, focusing on the commons helps people recognize that public participation and freedom of expression are at stake in the battle to control the flow of
information and ideas. The commons elevates individuals to a role above mere consumers in the marketplace, shifting the focus to their rights, needs, and responsibilities as citizens.39

Countering Enclosure of the Knowledge Commons

No longer able to cope with enclosure of the knowledge commons, scholars, librarians, academic leaders, computer and information scientists, nonprofit publishers, and professional societies have joined forces to reclaim control of their research and scholarship. By creating more competition in, and alternative modes of, publishing, the scholarly community has launched well-managed, self-governed knowledge commons that allow the creators of this content to take back their information assets while promising sustainability and an alternative to the private market or government.40 The emergence of knowledge commons offers a new model for sharing information, stimulating innovation, fostering creativity, and building a unified movement that envisions the sharing of information with each member of a community.

Working together, librarians and scholars are undertaking novel collaborative efforts among communities with common interests. These new paradigms for creating and disseminating scholarly communication embody many of the characteristics of common property resources or commons. They take advantage of the networked environment to build real and virtual information communities, and they benefit from network externalities, meaning the greater the participation, the more valuable the resource. Cost to these communities is often free or low, ensuring equitable, democratic participation and encouraging interactive discourse and exchange among members. Participants contribute new creations after they gain and benefit from access. Such reciprocity enhances both the human and social capital of these sustainable common goods. Their governance is shared, with rules and norms defined and accepted by constituents. While not every example fully embodies all aspects of commons, they all represent exciting new approaches to populating the marketplace of ideas.

New scholarly communication paradigms, or knowledge commons, have the potential to transform the roles of scholars as well as librarians as they advance teaching, learning, and research in the digital age. As scholars reclaim control over their intellectual assets, their role changes, in the words of Hess and Ostrom, “from passive appropriator
of information to active provider of information by contributing directly into the common pool.” Hess and Ostrom also point out that scholars worldwide are capable of “not only sustaining the resource (the intellectual public domain) but building equity of information access and provision, and creating more efficient methods of dissemination through informal, shared protocols, standards, and rules.”

According to Peter Levine, what is appealing about such efforts is that they are not controlled by bureaucrats, experts, or profit-seeking companies and they encourage more diverse uses and participation. At the same time, however, they are vulnerable if they fail to adopt appropriate governance structures, rules, and management techniques in order to defend themselves against rival alternatives, influence democratic discourse, and avoid the anarchy that can result in the tragedy of the commons as described by Hardin. That is one of the many reasons why the sponsorship and collaboration of institutions like libraries and universities remain so vital to protecting, promoting, sustaining, and preserving newly emerging knowledge commons.

Open Access to Scholarly Journals

Today, scholarly communities are actively creating new and exciting approaches to managing and disseminating their collective knowledge resources. Foremost among them is the Scholarly Publishing and Academic Resources Coalition (SPARC), founded in 1998 as an alliance of research libraries, universities, and organizations. SPARC, with 300 member institutions in North America, Europe, Asia, and Australia, was formed as a constructive response to market dysfunctions in the scholarly communication system. SPARC helps incubate alternatives to high-priced journals and digital aggregated databases, publicize key issues and initiatives, and raise awareness among the scholarly community about new publishing possibilities. Beyond projects undertaken by SPARC, a number of professional societies in the United States are adopting their own new paradigms for sharing research results. A good example is the American Anthropological Association’s (AAA) AnthroSource and AnthroCommons portal, which offers members online access to a vast array of resources in anthropology. In 1999, a group of research librarians urged the Association to develop a portal as a way to control journal costs as well as retain ownership and control of content based on the values and working habits of its members. By 2005, the AAA was making content available through its scholars’ portal, designed by and
for anthropologists in collaboration with the University of California Press with a grant of $756,000 from the Andrew W. Mellon Foundation. A steering committee is assessing the work habits of members and articulating how to distinguish AnthroSource as a “tool of immense value” for anthropologists.44

Another approach to solving enclosure problems with scholarly publishing is open access (OA), which promises to make scholars’ ideas more readily available, reduce costs, and slow the commercialization of online scholarly literature. In this book and elsewhere, Peter Suber, publisher of SPARC’s Open Access Newsletter, illustrates how adopting new standards and structures will not only reduce costs, but also overcome barriers to access such as restrictive copyright laws, licenses, and DRM.45 To encourage open access, the Soros Foundation’s Open Society Institute created the Budapest Open Access Initiative, which provides leadership, software, technical standards, and funding.46 For scholars, free availability of open-access publications over the Internet has dramatically increased their frequency of citation, ensuring greater impact and faster scientific progress, particularly beyond the borders of North America and Europe.47

Among the nearly 2,000 open-access journals now distributed are titles as diverse as Cell Biology Education, Journal of Arabic and Islamic Studies, and The New England Journal of Political Science.48 Many of these online open-access journals began publication with funds from foundations, learned societies, and other nonprofits, and with assistance from SPARC and the Open Society Institute. Because the crisis in scholarly publishing hit science early and hard, the scientific community has led the way in designing new modes to exchange research and data. In 1999, BioMed Central became the first scientific publisher to institute an alternative model that offers open-access online journals that are fully peer-reviewed. It recovers costs through author charges, some advertising, and institutional support from universities and foundations.49 Three years after the introduction of BioMed Central, the Public Library of Science (PLoS), conceived by Nobel Laureate Harold Varmus with his colleagues Michael Eisen and Pat Brown, and funded by a $9 million grant from the Gordon and Betty Moore Foundation, was founded as a nonprofit scientific publishing initiative. Its first open-access journal, PLoS BIOLOGY, launched in October 2003, was so popular that it received more than 500,000 hits in a matter of hours, bringing the server down temporarily.50 Another scientific open-access initiative, BioOne,
offers an innovative partnership between scientific societies, academe, and the commercial sector with financial support from close to 900 libraries.\textsuperscript{51} In recognition of the value of open access to advance science, expand and speed public access, and preserve research findings, the National Institutes of Health (NIH) now supports a full-text archive of grantees’ manuscripts accepted for publication based on research supported with NIH funding, available through the National Library of Medicine’s PubMed Central.\textsuperscript{52}

**Digital Repositories**

In October 1999, the library community helped launch the Open Archives Initiative (OAI) in order to provide low-barrier, free access to publicly accessible articles in electronic journals through digital repositories. OAI utilizes new technologies, along with standardized descriptive cataloging (or metadata) to facilitate the efficient dissemination of these scholarly papers.\textsuperscript{53} Using the OAI tool, a number of universities, disciplines, and individuals now share scholarship, take a more active and collaborative role in modernizing scholarly publishing, and provide an unprecedented alternative to the limited access dictated by ever-more restrictive copyright legislation, licensing agreements, and technological protection measures utilized by many scholarly journals.\textsuperscript{54}

Best known of the new institutional digital repositories is MIT Library’s DSpace, launched in November 2002 with a $1.8 million grant from Hewlett-Packard as an open-source software platform that enables the capture and description of digital articles, distribution over the web through a search-and-retrieval system, and long-term preservation.\textsuperscript{55} Aimed at making MIT faculty members’ scholarship more widely available, this project has encouraged the development of a federation of similar systems at many of the world’s leading research institutions, such as Érudit at the University of Montreal, eScholarship, sponsored by the University of California’s Digital Library, and the Institutional Repository of Utrecht University (DISPUTE).\textsuperscript{56} According to Clifford Lynch, executive director of the Coalition for Networked Information, institutional repositories emerged “as a new strategy that allows universities to apply serious, systematic leverage to accelerate changes taking place in scholarship and scholarly communication.” This strategy moves universities “beyond their historic relatively passive role of supporting established publishers,” and enables them to explore “more transformative new uses of the digital medium.”\textsuperscript{57}
Like universities, academic disciplines have also created a rich array of digital repositories. The first, the Los Alamos ArXiv.org, begun in 1991 by physicist Paul Ginsparg, provides low-cost access to scientific research papers in physics and related fields before peer review and subsequent publication in journals. This open-access, electronic archive and distribution server, now maintained by the Cornell University Libraries, receives as many as 300,000 queries per day, and includes more than 350,000 papers. By 2003, papers located on the ArXiv.org e-print service were cited about twice as often as astrophysics papers that were not, according to a report presented at the American Astronomical Society (AAS) Publications Board in November 2003. Following the success of ArXiv.org, numerous other disciplines have created repositories, such as EconWPA, the Oxford Text Archive, the PhilSci Archive, the Networked Digital Library of Theses and Dissertations, the Conservation Commons, and the Digital Library of the Commons.

Individual authors are also distributing their own scholarly papers through personal websites or independent repositories. By retaining rights to archival copies of their publications, scholars become part of an international information community that increases access and benefits for everyone. According to Stevan Harnad and other researchers at the RoMEO project at the University of Loughborough in England, 55 percent of journals now officially authorize self-archiving, and most others will permit it on request, demonstrating the dedication of many scholarly publications to promoting rather than blocking research impact. The more that research is read, used, cited, and applied, the greater the impact. As with many forms of information, rewards are reaped from increased reading and use, not from sales.

Digital Libraries
Over the past two decades, librarians have transcended the boundaries of their traditional buildings by delivering their collections of research materials remotely. To assist scholars and transform the academy into a twenty-first century digital enterprise, they have developed digital libraries by converting works to machine-readable form from their own collections, purchasing and linking to electronic resources, establishing standards and best practices for describing and preserving electronic materials, and teaching the skills users need to utilize these new tools. Today, faculty and students can use their library’s research materials...
anytime and anyplace, and they can receive expert assistance with the click of a mouse.

Daniel Greenstein and Suzanne Thorin describe the decade-long evolution of digital libraries, explaining that much of the early work was grant-funded and experimental, focusing on the development of best practices and standards, as well as on demonstrations showcasing particular collections and services online. Toward the end of the 1990s, these efforts began focusing on users and their preferences and needs. Today, individual institutions have sought partnerships to participate in more collaborative development of digital collections, to create closer ties to the communities most interested in these collections, and to integrate these programs into mainstream library services. Authors and publishers have challenged some of these collaborative partnerships, like Google Print, on the basis of copyright infringement. Amazon, Random House, and Microsoft intend to get around copyright challenges by offering full text access on a “pay-per-view” basis. A different model under development by the Open Content Alliance (OCA), which was established by the Internet Archive with a long list of international library, cultural, technology, and business partners, is structured to provide universal electronic access (through Yahoo) to public-domain or otherwise open-access collections from multiple research institutions for use by scholars, teachers, students, and the public.

Another collaborative digital library effort, the Distributed Open Digital Library (DODL), was begun solely by research libraries in order to provide universal electronic access to public-domain humanities and social science collections from multiple research institutions for use by scholars, teachers, students, and the public. A similar effort in the United Kingdom will extend beyond universities to include some twenty public-sector and other organizations that will form a Common Information Environment Group to serve the information needs of a wider audience of learners. For science, the National Science Foundation (NSF) has worked across the private and nonprofit sectors to develop a collaborative national science digital library (NSDL) of high-quality content and services needed by major communities of learners. One other noteworthy collaborative effort is the Digital Promise Project, proposed to create the Digital Opportunity Investment Trust (DO IT) with proceeds from the auction of the public spectrum, which would fund public- and private-sector partnerships to digitize high-quality content.
from the archives of our nation’s universities, libraries, and museums. All of these private and nonprofit initiatives aim to open up research collections to a broader audience of users.

Community-Based Preservation Efforts
Traditionally, libraries preserved the materials they purchased from publishers in accord with their condition and the needs of users. While they alerted each other about various conservation efforts, they undertook most of their work locally. With licensed online electronic materials, however, they have no local copy to preserve. Their licensed (leased) subscriptions reside with publishers, presenting unusual challenges for permanent public access. In this book, Donald Waters explores key roles and responsibilities that “community-based” stakeholders might assume when preserving digital common-pool resources. He describes two fledgling projects, both funded by the Mellon Foundation, that create trusted third-party agents to store and archive publishers’ content. One, called Portico, sets up a new organization to preserve publishers’ electronic source files. The other, developed at Stanford University and called LOCKSS for Lots Of Copies Keeps Stuff Safe, relies on the collective action of libraries (eighty so far) working with publishers (more than fifty) to share responsibility for copying and storing journal content, using a common infrastructure for systematic capturing of files. LOCKSS has spawned a variety of related projects, ranging from government-document preservation to archiving of 9/11 websites, which depend on member libraries to take responsibility for preserving copies of titles—with the publisher’s permission. Member libraries agree to preserve the titles chosen by other libraries as well, thereby ensuring a sufficient number of copies for safety and spreading the workload among participants. These prototype systems provide opportunities for the library community to work collectively to archive and preserve valuable resources. But to sustain the effort, libraries will need to manage and coordinate their participation carefully as well as develop a viable, sustainable long-term financial plan.

Learning and Information Communities
On campuses around the country, integrated digital learning centers are creating an environment where traditional boundaries blur and many constituent activities flow across old unit divisions. Libraries have established these centers in conjunction with academic colleagues who run
information technology services as well as teaching and learning facilities. Some of these spaces are called information commons, where disparate information resources are brought together by librarians and information technology staff. Others are referred to as learning commons, where students come together around shared learning tasks. What distinguishes these centers from the more traditional computer labs located in many university libraries and academic computer facilities is that they aim not to encourage the mastery of information, but to facilitate collaborative learning using all forms of media. The challenge, according to Scott Bennett, is to ensure that these learning commons are “conceptually ‘owned’ by learners, rather than by librarians or teachers.”

Noteworthy are such commons located at the University of Arizona, where the library, the University Teaching Center, and the Center for Computing and Information Technology developed a dramatic shared facility in partnership with other units on campus. A similar collaboration between the Indiana University Libraries and University Information Technology Services offers a “technology and information center” with more than 250 individual and group workstations, reference services and resources, technology consultants, and a multimedia production laboratory. Since opening in September 2003, the library’s commons has become a major hub of campus life, raising overall use of the library by 20 percent; the overwhelming success of the facility prompted the adding of 250 more workstations in early 2005. Another example of a learning commons is one designed for first-year students at Indiana University–Purdue University at Indianapolis (IUPUI). These students are enrolling in special seminars or learning communities, led by a collaborative of librarians, faculty, staff, and administrators, who teach critical thinking skills that will enhance their learning experiences. While all of these commons are popular, evaluators have yet to assess their impact and how they will be sustained, governed, and financed over the long term.

Opposing Enclosure
As far back as the 1920s, librarians opposed federal attempts to prohibit importation of materials deemed subversive or obscene. Ever since, the American Library Association (ALA) has provided librarians opportunities to voice their collective concerns about the future of library and information policy in the United States. That voice is heard through federal and state legislative action, promotion of intellectual freedom,
and advocacy. Sometimes, the ALA speaks out to protest actions by the federal government to stifle free expression, such as the Patriot Act’s chilling effects on library users and communities. Other times, the ALA takes legal action, such as suing to overturn the Communication Decency Act (CDA), the Children’s Internet Protection Act, and the FCC’s attempt to mandate the broadcast flag. While the librarians do not always prevail, members’ communications have influenced outcomes like the modification of the so-called library-records provision of the Patriot Act and the unanimous decisions striking down portions of the CDA and the broadcast flag. The ALA is among several library associations that maintain Washington offices; Association staff and members work tirelessly to protect free expression and promote the free flow of ideas in the digital age. Almost always, these lobbying efforts are collective, involving coalitions and alliances across a broad spectrum of educational, public interest, and other organizations. One such group, the Information Access Alliance, made up of six library groups including the ALA and the Association of Research Libraries (ARL), was formed to promote a new standard for antitrust review of mergers among scholarly and legal publishers.77 These six library groups have also formed coalitions with others like education, scientific, and civil liberties organizations to influence issues such as access to government information, copyright and fair use, funding, filtering, and antiterrorism legislation. Much of this work to shape policy relies on influencing the court of public opinion as well as educating stakeholders about what is at stake in the battles to protect public access. The recently launched public relations effort called “Create Change,” sponsored by ALA’s Association of College and Research Libraries (ACRL), the Association of Research Libraries (ARL), and SPARC goes a long way toward telling the story about the crisis in scholarly communication to a wider audience.78 Also helpful are toolkits like the one ACRL produced on scholarly communication to educate, inform, and support advocacy efforts that work toward changing the scholarly communication system.79

Licensing Information Sharing
To encourage open exchange of ideas, authors and artists can take advantage of a set of flexible copyright licenses offered by the Creative Commons. Established in 2001 by Lawrence Lessig, James Boyle (a contributor to this volume), and other cyberlaw and computer experts, these licenses help creators dedicate their works to the public domain or license
them as free for public use, with some rights reserved. With support from
the Center for the Public Domain, the Creative Commons is now used
by millions around the world, increasing the sum of raw source mate-
rial online, cheaply and easily.\textsuperscript{80}

The Role of Research Libraries

New methods for creating and disseminating scholarly information
provide extraordinary opportunities to transform research libraries into
twenty-first century institutions for collective action and to provide the
type of sponsorship and collaboration needed to build and sustain
knowledge commons that will thrive in a complex and competitive informa-
tion marketplace. Actually, this transition began as far back as the
mid-twentieth century. Clifford Lynch has cogently summarized the four
stages of this transition, beginning in the 1950s with the automation of
day-to-day library operations, followed by reference use of computerized
databases in the late 1970s, then direct patron access to the Internet in
the 1990s, and finally purchase of commercial databases and conversion
of collections to digital formats.\textsuperscript{81} By automating and then networking
their operations, librarians built bridges that connected collections and
reference services directly to faculty and students needing context, con-
nectivity, content, and capability to navigate the bewildering sea of infor-
mation flooding their desktops.

Today, rather than simply supporting the teaching and research of
members of the academy, librarians are serving as partners in a common
enterprise that relies on their expertise and guidance. Twenty-first century
librarians are working together with information/learning communities
to enhance the production, availability, and preservation of knowledge;
collaborating beyond their facilities to create active, resource-based learn-
ing models that encourage critical thinking; and fostering the creation of
information communities, both within and outside the library.\textsuperscript{82} Along
with colleagues throughout the university, librarians foster not just access,
but also the creation, exchange, and preservation of ideas among diffuse
communities of scholars. Through this transition, libraries are evolving
into “institutions of collective action,” or commons, in order to ensure
the long-term, productive use of scholarly assets.\textsuperscript{83}

In this book and in her report titled \textit{Diffuse Libraries}, Wendy Pradt
Lougee analyzes the changing role of research libraries in the digital age.
As digital efforts have evolved from projects to programs, Lougee
 contends that research libraries are becoming less hierarchical, relinquishing control to more democratic modes of governance and participation. This changing relationship between libraries, content creators, publishers, and consumers as information becomes more distributed and access more open, has resulted in “a shift from publication as product to publication as process.” As information distribution becomes more diffused, libraries become more involved in the process of scholarly communication and in building information communities. This transformation into more engaged, collaborative institutions will transform libraries as creators and not just sustainers of knowledge commons.

No longer are research libraries confined to a specific place or schedule; their resources and staff are now diffused throughout the campus and beyond. In these new roles, libraries must be flatter, more agile organizations that can respond to the changing needs of their institutions. They must organize services around content rather than function-based activities and build teams that combine various types of specialties like subject, cataloging, instruction, and reference expertise that can work directly with user communities. But to succeed with this transition, libraries must reconsider not only their structures, but also the scope and boundaries of their responsibilities.

To engage in the process of scholarly communication, research libraries are embarking on collaborative ventures in new territories that need flexible rules and boundaries, carefully negotiated among a variety of stakeholders, some seeking guidance from the library, and others competing with the library for control. New activities like learning commons and digital repositories raise questions of jurisdiction and priorities. What role will faculty and other academic colleagues play? How will rules be negotiated? Who will determine the scope and effectiveness of their activities? What kinds of reciprocity will be required for sustaining these activities? How will they build the trust of their new colleagues? And what kinds of communication channels will they need to establish and maintain? Ultimately, how will libraries synthesize these disparate collaborative projects into a more integrated, coherent information creation and delivery system?

Transforming Research Libraries into Twenty-First Century Knowledge Commons

Over the centuries, libraries and librarians have played an important role as caretakers of the cultural record and custodians of knowledge
commons by applying their extensive experience in managing and disseminating information as well as their principled positions on intellectual freedom, equitable access, diversity, and democratic participation to forge policies and practices that serve the common good. To reclaim and expand that role in an era of enclosure, librarians must conceptualize and articulate the role of libraries as commons—as collective-action institutions that not only protect ideas, but also facilitate their creation, sharing, preservation, and sustainability. Their challenge is to educate scholars, the public, and policymakers about the benefits of open access while they continue to fight against enclosure. And they must engage the larger community of information users and providers in their quest to constitute, develop, and sustain structures designed as alternatives to the prevailing digital marketplace. As James Boyle has suggested in this book, librarians will need to rethink their systems and services as open rather than closed, designed with and for a broad array of potential users, not just those in their immediate communities. Moreover, librarians will need to determine if they will serve as leaders or followers in the chaotic digital world.

What can librarians do to reclaim their pivotal role in building and sustaining knowledge commons? First, librarians must act collectively to solve the multitude of problems facing scholarly communication. They cannot work alone or in a vacuum. They need to extend their networks beyond libraries, including the full spectrum of information creators and users of information resources. Second, they must explore new ways of sharing information by participating in initiatives like open access, digital repositories, and community-based preservation, and by involving stakeholders in the design, creation, and management of these tools. Third, they must shape legislation and participate in policy discourse, promoting the value and benefits of open access and conveying the perils of enclosure. Fourth, they must create their own learning communities to stay abreast of new developments and communicate their implications to the public. To facilitate dialogue and participation, they can utilize innovative collaboration tools like weblogs (blogs) and RSS feeds to share ideas and customize information dissemination to colleagues and users.

Governing the Knowledge Commons

As control over the creation, dissemination, and preservation of scholarship becomes more democratic and shared, what governance structures
are necessary? Following the framework outlined by Ostrom and Hess in this book and elsewhere, self-governance of these newly emerging commons will require definition of boundaries (which tend to be “fuzzy”), design and enforcement of rules, extension of reciprocity, building of trust and social capital, and delineation of communication channels. With research resources diffused throughout the campus and beyond, their broad scope requires stewardship well beyond the boundaries of the edifices or structures that defined them in the past. The ideas and artifacts resulting from collaborative creation and dissemination of knowledge will need rules that are carefully negotiated by a variety of stakeholders, some relying on facilities like libraries, archives, and scholarly societies for guidance, while others carve out new structures for control.

Collective-action organizations like open-access publishers, digital repositories, and digital libraries must develop democratic governance structures if they are to avoid the tragedy of the commons. This means that they must raise difficult questions like: What is our jurisdiction and what are our priorities? What role will faculty and other academic colleagues play? How will our rules be negotiated? Who will determine the scope and effectiveness of our activities? What kinds of reciprocity will be required for sustaining our activities? How will we build the trust of our new colleagues? And what kinds of channels will we need to establish and maintain communication and facilitate action?

Never before has collaboration been so essential to the successful introduction, development, and widespread utilization of scholarly resources. In the past, librarians and scholars cooperated on many levels. But collaboration means something far more demanding than the cooperative endeavors relied on in the past. It means the development of a common new mission and goals, new organizational structures, more comprehensive planning, additional levels of communication, new kinds of authority structures with dispersed leadership, and shared and mutual control. To transform into more open collaborative organizations, knowledge commons will need new organizational frameworks, with serious commitments by administrators and their parent organizations. In addition, they must broker new relationships, entrepreneurial activities, and communication structures. While these new relationships sound promising, they often face pitfalls, such as conflicting institutional priorities and competition for scarce funding. Furthermore, some universities may not be prepared to retool so as to contribute efficiently and
effectively to the development of knowledge commons. Indeed, without a strong commitment to these new paradigms, universities are unlikely to preserve their existing libraries as commons, let alone advance new knowledge commons in order to enhance teaching and learning.

**Financing the Knowledge Commons**

Developing, sustaining, and governing knowledge commons will also require significant investment in infrastructure and content to pay for start-up and ongoing costs. While scholars may gain more free or low-cost access under these new arrangements, someone must pay to sustain these resources. Moving from an unsustainable subscription-based structure will shift long-standing financial and social relationships. As highlighted throughout this chapter, many emerging knowledge commons are supported by foundations and other grant-making agencies; benefactors like the Mellon Foundation and the Open Society Institute are unlikely to sustain commons indefinitely. At some point, these efforts will need to generate revenues that replace the subscriptions and grants that either previously covered or now cover costs.

In the case of open-access publishing, for example, the burden of production expenses is shifting from purchasers to creators. Such transitions require capital for starters, and then new streams of revenue for sustainability. Rather than charge subscriptions, open-access publishers collect author and/or membership fees. One such publisher, BioMed Central (BMC), began by offering journals to libraries on a flat-fee basis. Now BMC is asking institutions to pay membership renewals based on the estimated number of articles that faculty are likely to generate. Understandably, participating institutions are outraged by this unannounced steep rise in fees. Yet the flat-fee model paid previously removes authors from any sensitivity to the costs of sustaining publications. Given resistance to rising costs, new financial models may fail to solve all the problems they were designed to fix.

Indeed, these new publishing paradigms carry risks and costs for libraries, authors, and publishers alike, along with concerns that they might overlook the importance of peer review and drive commercial publishers out of business. Such institutions as Stanford, MIT, Harvard, Cornell, University of Connecticut, and North Carolina State University are balking at renewing multiyear Reed Elsevier licensing contracts and some are even discouraging faculty from submitting articles to their
journals. Commercial publishers like Reed Elsevier are beginning to feel the effects of these actions. Not only do they lose revenues from discontinued library subscriptions, but they also lose credibility with creditors. In the fall of 2003, a securities firm, BNP Paribas, judged the company to “underperform” because its subscription-based access was weak “compared to the newer and more successful article fee-based open-access system.”

Beyond coping with rising subscription costs for both open-access and commercial publications, institutions worry about finding additional funds to finance the transition from subscription to a production business model. Low-cost journals and digital archives may be welcome, but they are becoming available at a moment when research libraries face serious budget constraints that limit their ability to pay for long-standing commitments, let alone new ventures. At the same time, universities need to redirect resources if they are to become publishers as well as consumers of their faculty’s scholarship, authors need incentives and rewards if they are to migrate toward new publishing ventures that may demand high publication fees, and professional societies and other publishers need new revenue streams that compensate for the loss of commercial revenues. In short, new publishing ventures on or among campuses that involve libraries, academic presses, technology centers, and scholars will need sound business plans and not just grant funds to succeed. And this probably means, as the Committee on Institutional Cooperation (CIC) has recommended, that many of these new efforts to improve scholarly communication must build on interinstitutional relationships already underway.

Advocating for Knowledge Commons

Libraries, universities, professional societies, and scholarly publishers can no longer rely on the old adage: “Build it and they will come.” Instead, they must devote scarce resources to projects chosen through careful consideration of user needs. To assess these needs, they must rely on focus groups, surveys, and other evaluation techniques to provide feedback for strategic planning. In addition, they must apply sophisticated packaging, advertising, and promotion techniques to encourage greater awareness of the valuable resources they are working hard to create and sustain on behalf of scholars. After all, competing with Google will remain a big challenge even with the most appealing initiatives.
More importantly, they must tell a compelling story about the value of a new scheme for managing their intellectual assets. Rather than relying solely on an uphill battle to counter enclosure, they must also offer a fresh approach to constructing a fundamental institution for the digital age. This means that they must use language that explains how the extraordinary assets invested in advancing knowledge can reap more benefits for scholarship and society. Legal scholar Carol Rose believes that property arrangements are basically what “people have quite consciously talked themselves into.” She stresses that “narratives, stories, and rhetorical devices may be essential in persuading people of that common good.”91 For scholarly communication, a new narrative is needed to persuade librarians, academics, policymakers, and the public of the promises and opportunities of more open access in the digital age. The proponents of new paradigms must capture people’s imagination and demonstrate how knowledge commons will transform educational institutions so they can meet the needs of twenty-first century democracy.

To meet the challenge of access to information in the digital age, proponents of knowledge commons need to band together to amplify their voices and extend their reach. Their individual efforts are impressive, but now they must mobilize to create a movement comparable to the environmentalism established in the last two decades of the twentieth century. Boyle considers information an “ecosystem.” As such, he recommends creating coalitions of people currently engaged in individual struggles that have little or no sense of the larger context.92 He is joined by a growing list of practitioners, including librarians, scholars, and self-publishers who recognize the need to identify and mobilize a broad array of individuals, information communities, and organizations concerned with the production and distribution of knowledge and ideas—people often inexperienced at working in concert to promote common concerns and collective action. The people whose voices need amplification range from authors, journalists, artists, musicians, scientists, and scholars to independent and academic publishers, lawyers, librarians, public interest groups, readers, listeners, viewers, and other users of information.

Building powerful coalitions and partnerships will require extensive organizing and fundraising. To stop enclosure of the knowledge commons as well as promote public access, those committed to sharing information must first find each other and then look far beyond the normal sources for allies. They must find common threads to tie various
constituents together and to recognize that allies on some issues may become enemies on others—for example, publishers and librarians, who coalesce in support of First Amendment causes but approach copyright and fair use very differently. Before carving out new territory for producing and sharing intellectual assets, they must engage many within the academy who still remain unaware of the crisis and their role in solving it.

Champions of collective action must also articulate the positive economic value of the commons. Good examples and best practices abound, demonstrating that commons are a viable, effective alternative to creating and delivering information resources. Unless these models are documented and shared widely, however, stories will not resonate with policymakers, the media, and the general public.

If knowledge commons are to defend themselves against rival alternatives as suggested by Levine, the scholarly community will need to continue to navigate through the highly contested information policy arena of copyright, distance education, next-generation Internet, and intellectual freedom issues. On campus, librarians and others must educate administrators, faculty, and students about their rights and responsibilities, and they must advise legal staff about the dangers of enclosure presented by restrictive license agreements, challenges to fair use, and other policies that affect both creators and users of resources. All must work together to articulate what is at stake and shape policy on campus, at the federal level, and beyond.

Research Opportunities

New models for creating and distributing information are proliferating. What is needed now is a survey documenting the impact and diffusion of these efforts so we can get an overview of the success and extent of adoption nationally. The scholarly community also needs a better sense of how these efforts are making a difference and why they are important to the future of the academic enterprise. As knowledge commons evolve, we need to learn how to avoid the tragedy of the commons by studying viable governance, management, and financial structures. We need to conduct case studies of mature projects like arXiv.org so we can learn best practices, apply them to other projects, and inform the discourse about commons. Likewise, we need to monitor and evaluate the impact of such endeavors as open-access publishing and digital reposi-
tories. Do these efforts improve access and lower costs? Will scholars participate in them? Will tenure committees consider such publications worthy? We need to gain insight into the characteristics of both successful and failing efforts, and determine how good projects can survive and thrive over the long term. Moreover, we need to explore whether open public access actually contributes to the “Progress of Science and useful Arts,” to reiterate the phrase from the copyright clause in the U.S. Constitution. Finally, we need to construct narratives that tell stories that we have learned about open access to information and the negative effects of enclosure.

Conclusion

New technologies offer unprecedented possibilities for human creativity, global communication, and access to information. Yet digital technology also invites new forms of information enclosure. In the last decade, information providers have deployed new methods of control that undermine the public’s traditional rights to use, share, and reproduce information and ideas. These technologies, combined with dramatic consolidation in the media industry and new laws that increase control over intellectual products, threaten to undermine the political discourse, scientific inquiry, free speech, and creativity needed for a healthy democracy.

At stake in today’s debates about the future of information access is not only the availability and affordability of information, but also the very basis on which citizens’ and scholars’ information needs are met. The new information infrastructure must preserve traditional commons institutions like schools and universities, libraries, nonprofits, and government organizations, as well as buoy the development of more contemporary information communities committed to promoting and fulfilling the future resource-sharing needs of scholars, creators, students, and citizens. To counter enclosure of the commons, librarians, scholars, and other public interest advocates have sought alternative ways to expand access to the wealth of resources over the Internet, and have begun to build online communities, or “knowledge commons,” for producing and sharing scholarship, information, creative works, and democratic discussion.

If everyone is to be ensured free and open access to information, proponents of commons must change the terms of the debate by focusing
on what is needed, not just on what is unacceptable. They must articulate why knowledge commons advance scholarship, civil society, and democratic participation. They must inform themselves about a broad array of complex issues and the various perspectives held by players on all sides. Moreover, they must undertake research that demonstrates the contributions of open public access to the advancement of knowledge, map public opinion, and compile narratives about the positive effects of open access to information and the negative impact of enclosure.

Finally, it is important to recognize that building information commons does not mean a total rejection of the for-profit media industry. As Frederick Emrich, the editor of the info-commons.org website, points out: “Commercial uses of information serve a vital role in ensuring that new ideas are produced. So long as commercial uses of information are balanced with effective public access to information, there is good reason to see the information commons and information commerce as mutually beneficial aspects of one system of managing ideas.” In the twenty-first century, no single model for creating and distributing information is likely to emerge. But knowledge commons will provide useful alternatives that ensure a meaningful role for users and creators alike.

Designers of knowledge commons are making significant strides in demonstrating and promoting new paradigms for information access. Having proven the concept, they must bring these disparate projects together to construct a fundamental new research institution for the digital age. Collaborative partnerships are broadening the reach of these efforts while showcasing the value of each endeavor. Although the challenges are great, the potential for success keeps growing. With so many new projects unfolding, the scholarly community is well positioned to reclaim their intellectual assets by nurturing and sustaining technologically sophisticated knowledge commons. Otherwise, many scholars, students, and others will be left behind in the information age.

Notes
1. U.S. Copyright Clause, U.S. Constitution, Article 1, Section 8, Clause A.


15. Sonny Bono Copyright Term Extension Act, 17 U.S. Code §§301–304. The public domain consists of works whose copyrights have expired as well as works that, like government resources, were never covered by copyright.


18. *A & M Records v. Napster*, 239 F.3d 1004 (9th Cir. 2001); *Metro-Goldwyn-Mayer Studios v. Grokster*, U.S. Supreme Court, No. 04-480, *Syllabus and Opinion of the Court, June 27, 2005*. For an overview of these cases and attempts
to stop file-sharing, see Heins, “The Progress of Science and Useful Arts,” 35–41.


43. For more information, see SPARC, http://www.arl.org/sparc/core/index.asp?page=a0.


46. For more information including a Guide to Business Planning, see Budapest Open Access Initiative, http://www.soros.org/openaccess/.


49. For more information about BioMedCentral, see http://www.biomedcentral.com.


53. For more information, see Open Archives Initiative, website, http://www.openarchives.org/.

54. This effort was boosted by articulation of the characteristics and responsibilities for large-scale, heterogeneous collections, which helped digital repositories provide the reliable, long-term access to resources. See Research Libraries Group and OCLC, Trusted Digital Repositories: Attributes and Responsibilities (Mountain View, CA: Research Libraries Group, May 2002), http://www.rlg.org/longterm/repositories.pdf; see also Hess and Ostrom, “Ideas, Artifacts, and Facilities,” 139–141.


70. Donald Waters, chapter 6, this volume.


75. “At Indiana U., Information Commons Stats Show Library’s Importance,” Library Journal Academic Newswire (December 9, 2003); “Let’s Build Two! At


88. See, for example, University of Connecticut Faculty Senate, *Report and Resolution on the Crisis in Scholarly Communication* (February 9, 2004), [http://](http://)


Mertonianism Unbound? Imagining Free, Decentralized Access to Most Cultural and Scientific Material

James Boyle

I have written far too many pages on intellectual property, the public domain, and the commons. I care deeply about the future of scholarly communications, particularly in the sciences. Designing an architecture for freer and more usefully accessible scholarly work is a fascinating task, and I agree with many of the contributors to this book that the literature on the commons has a number of insights to offer. So I was pleased to be given the task of writing about the commons and the public domain in scholarly communications. This enthusiastic prologue notwithstanding, I am going to stray from that task—one that is performed ably by others in this collection—and instead suggest that we need to think still more broadly about our subject matter. My topic is Mertonianism beyond the world of scholarly communications.

Mertonianism, of course, is a term borrowed from the sociology of science, generally used to describe a process of free, open inquiry, without crippling secrecy norms or strong property claims, strongly reliant on the process of peer-reviewed publication and citation to drive hypotheses closer to an underlying objective reality. Access to and citation of the peer-reviewed literature is crucial to the scientific project as Merton describes it, indeed it is one of its principal methods of error correction. It is for that reason that I chose the term for my title. I am using it loosely and provocatively to suggest an inquiry that at first might seem to run partly at odds to Merton’s project. My goal is to ask what impact more open access to cultural and scientific materials, both scholarly and nonscholarly, by individuals and groups outside the academy might have on scholarship, culture, and even—though this is more speculative and unlikely—on science. Merton described science as a relatively autonomous process in which specialists used the sociological disciplinary mechanisms of peer review and citation reputation to winnow
results. He would have cared deeply about restrictions on access to the scholarly literature or the underlying data if those restrictions were applied to scientists. The issue of access by the public was simply not one that presented itself. But it is that question that I wish to raise, for culture, the humanities, and the sciences as well.

One implication of the commons literature is that in attempting to construct a “comedic” commons, one must think very carefully about its boundaries—the limits on who may use it and for what types of use. The tendency of my argument here is that, in the scholarly communications commons, the boundaries ought to be very wide indeed. In fact, the design principle I argue for here is that wherever possible neither use, nor the ability to participate in the fine-tuning of the system, should be restricted to professional scholars.

“You Can Have My Library of Congress When . . .”

I was searching the Library of Congress catalog one night, tracking down a seventy-year-old book about politics and markets, when my son came in to watch me. He was about eight years old at the time, but already a child of the Internet age. He asked what I was doing, and I explained that I was printing out the details of the book so that I could try to find it in my own university’s library. “Why don’t you read it online?”, he said, reaching over my shoulder and double-clicking on the title, frowning when that merely led to another information page. “How do you get to read the actual book?”

I smiled at the assumption that all the works of literature were not merely in the Library of Congress, but actually on the Net, available to anyone with an Internet connection anywhere in the world—so that you could not merely search for, but read or print, some large slice of the Library’s holdings. Imagine what that would be like. Imagine the little underlined blue hyperlink from each title—to my son it made perfect sense. The book’s title was in the catalog and when you clicked the link, surely you would get to read it. That is what happened in his experience when one clicked a link. Why not here? It was an old book, after all, no longer in print. Imagine being able to read the books, hear the music, watch the films—or at least the ones that the Library thought it worthwhile to digitize. Of course, that is ridiculous. It took Google’s recent attempts to do so to fire the popular imagination, but also to reveal the massive legal pitfalls involved.
I tried to explain this. I showed him that there were some works that could be seen online. I took him to the photograph library, meaning to show him the wealth of amazing historical photographs, but instead finding myself brooding over the lengthy listing of legal restrictions on the images, the explanation that reproduction of protected items may require the written permission of the copyright owners and that in many cases, only indistinct and tiny thumbnail images display to those searching outside the Library of Congress “because of potential rights considerations.” The same was true of the scratchy folk songs from the twenties, or the early film holdings. The material was in the library, of course, remarkable collections in some cases, carefully preserved and digitized at public expense—and some tiny fraction of it available online. (There is a fascinating set of Edison’s early films, for example.) Most of the material available online came from so long ago that the copyright could not possibly still be in force. But since copyright lasts for seventy years after the death of the author (or ninety-five years if it was a corporate “work for hire”), that could be a very, very long time indeed. Long enough, in fact, to keep off limits almost the whole history of moving pictures, the entire history of recorded music. Long enough to lock up almost all of twentieth-century culture.

But isn’t that what copyright is supposed to be doing? To be granting the right to restrict access, so as to allow authors to charge for the privilege of granting it? Yes indeed. And this is a very good idea. Yet the goal was to give the minimum monopoly necessary to provide an incentive, and after that to let the work fall into the public domain, where all of us can use it, transform it, adapt it, build on it, republish it as we wish. For most works, the answer is that the owners expect to make all the money they are going to recoup from the work with five or ten years of exclusive rights. The rest of the term is of very little use to them except as a kind of lottery ticket in case the work proves to be a one-in-a-million perennial favorite. The one-in-a-million lottery winner will benefit, of course, if his ticket comes up. And if the ticket is “free,” who would not take it? But the ticket is not free to the public, who pay higher prices for the works still being commercially exploited and, frequently, the price of complete unavailability for the works that are not.

Think of the one-in-a-million perennial favorite—Harry Potter, say. Long after J. K. Rowling is dust we will all be forbidden to make derivative works, to publish cheap editions or large-type versions, or simply to reproduce it for pleasure. I am a great admirer of Ms. Rowling’s work,
but my guess is that little extra incentive was provided by the thought that her copyright will endure seventy rather than merely fifty years after her death. Some large costs are being imposed here, for a small benefit. And the costs fall even more heavily on the other 999,999 works, works that are available nowhere but in some moldering library stacks. To put it another way, if copyright owners had to purchase each additional five years of term, the same way we buy warranties on our appliances, or insurance policies, the economically rational ones would mainly settle for a fairly short period.

Of course, some works are still being exploited commercially long after their publication date. Obviously the owners of these works would not want them freely available online. This seems reasonable enough, though even with those works the copyright should expire eventually. But remember, in the Library of Congress’s vast wonderful pudding of songs and pictures and films and books and magazines and newspapers, there is maybe half a raisin’s worth of works that anyone is making any money from, and the vast majority of those come from the last ten years. If one goes back twenty years, maybe a raisin fleck’s worth. Fifty years? A slight raisinorous aroma. We restrict access to the whole pudding, in order to give the owners of the raisin sliver their due. But this pudding is almost all of twentieth-century culture—and we are restricting access to it, when almost all of it could be available.

If you do not know much about copyright, you might think that I am exaggerating. After all, if no one has any financial interest in the works or we do not even know who owns the copyright, surely the library would be free to put those works online? Doesn’t “no harm, no foul” apply in the world of copyright? In a word, no. Copyright is what lawyers call a “strict liability system.” This means that it is generally not a legal excuse to say that you did not believe you were violating copyright, or that you did so by accident, or in the belief that no one would care and that your actions benefited the public. Innocence and mistake do not absolve you, though they might reduce the penalties imposed. Since it is so difficult to know exactly who owns the copyright (or copyrights) on the work, many libraries simply will not reproduce the material or make it available online, until they can be sure the copyright has expired—which may mean waiting for over a century. They cannot afford to take the risk. As for the cases where the copyright owners are identifiable, they would treat any digitizing of their work as a great new financial opportunity, though they themselves are doing nothing to distribute it, or sell it, or make it available, and have not for years.
What is wrong with this picture? Copyright has done its job and encouraged the creation, and the initial distribution, of the work. But now it acts as a fence, keeping us out, and restricting access to the work to those who have the time and resources to trudge through the stacks of the nation’s archives. In some cases, as with film, it may simply make the work completely unavailable.

So far I have been talking as though copyright was the only reason the material is not freely available online. But of course this is not true. Digitizing costs money (though less money every year), and there is a lot of rubbish out there, stuff no one would ever want to make available digitally (though it must be noted that one man’s rubbish is another man’s delight). But that still leaves vast amounts of material that we would want, and be willing to pay to have digitized. Remember also that if the material were legally free, then anyone could get in the act of digitizing it and putting it up.

If you are shaking your head as you read this, saying it would never work, look at the Internet and think about where the information came from the last time you did a search. Was it an official and prestigious institution? A university or a museum or a government? Sometimes those are our sources of information, of course. But don’t you find the majority of the information you need by wandering off into a strange click-trail of sites, amateur and professional, commercial and non, hobbyist and entrepreneur, all self-organized by internal referrals and search engine algorithms?

The most satisfying kinds of proofs are existence proofs. Could a mammal lay eggs? The platypus provides an existence proof. The Internet is an existence proof of the remarkable information-processing power of a decentralized network of hobbyists and amateurs and universities and businesses and volunteer groups and professionals and retired experts and who knows what else. It is a network that produces useful information and services. It frequently does so for at no cost to the user beyond the telecommunications access charge and it does so without anyone guiding it. Imagine that energy, that decentralized and idiosyncratically dispersed pattern of interest, turned loose not only on the cultural artifacts of the twentieth century, but on the universe of scholarly literature. Think of the people who would work on Buster Keaton, or the literary classics of the 1930s, or the films of the Second World War, or footage on the daily lives of African Americans during segregation, or the music of the Great Depression, or theremin recordings, or the best of vaudeville. But think also of those who are fascinated by Civil War
history, or the analysis of the works of Dickens, or the latest paper on global warming, or Tay-Sachs disease. Where are the boundaries of the academy now? This is a more radical vision than making journals freely available online to scholars. Imagine your Internet search in such a world. Imagine that Library of Congress. A character in one of Bruce Sterling’s novels utters the immortal line: “Man, you’ll get my Library of Congress when you pry my cold dead fingers off it.”

Now, anyone who cannot sell to scholars the desirability of freer access to scholarly and cultural materials could not sell fire extinguishers to the burning. But in your willingness to agree with me that this would be a fine thing, you may miss my point. Two further stories may suffice to make it. The first I owe particularly to the work of Jessica Litman and Yochai Benkler. The second comes from my experiences working on digital archive projects.

A Global Network for Open-Source Fact-Checking . . .

If I had come to you in 1994 and told you that in the space of ten years, a decentralized global network consisting of a lot of volunteers and hobbyists and ideologues and a few scholars and government or commercially supported information sources could equal and sometimes outperform standard reference works or reference librarians in the provision of accurate factual information, you would have laughed. Your incredulity would surely have deepened if I had added that this global network would have no external filters, and that almost anyone with an Internet connection would be able “publish” whatever they wanted, be it accounts of Area 51, the Yeti, and the true authorship of William Shakespeare, or painstaking analyses of Scottish history, how to raise saluki dogs, and the internal struggles in the American Communist Party. There is no “editor,” no formal “peer-review” system, and the very identity of the writers and publishers is frequently in doubt. Worse still, many inhabitants of this strange new space will wilfully and joyfully spread the wildest of rumors and speculations as facts, without going through the careful source checking or argument weighing that scholars are supposed to engage in. Your first reaction to this flight of fancy (and the correct first impression of the World Wide Web as of its inception) was that this would thus be a uniquely and entirely unreliable source of information. This seems to be the very opposite of Mertonian science—it lacks the boundaries, requirement of professional credentials, and disciplinary
constraints like those of peer review. And yet . . . when your child last had a research question from school did you go to Google, or the Encyclopaedia Britannica? 7

Think of the standard account of the property regime necessary to generate a public good such as an encyclopedia or other comprehensive reference work. Strong property rights would be necessary for at least three reasons—each of them related to the tragedy of the commons. First, without the guarantee of a future legally protected monopoly called copyright, one could not attract the investment necessary to engage scores or hundreds of researchers to produce a work that could easily be copied by the first free rider to come along. Second, without the ability to control the resource provided by a legal right to exclude content, quality could not be maintained: the encyclopedia can reject the articles on Area 51 and the Yeti. Single-entity control, backed by property rights, allows for semiotic as well as agricultural stewardship. Third, without control over the name of the resource, such as that provided by trademark, there would be inadequate incentives to generate a quality product, and inefficient signaling to consumers. Why would a publisher invest in the production of a high-quality product if its name could be used by anyone? Why would consumers trust the name as a signal of quality if they could not be sure this was the real Encyclopaedia Britannica? Names as well as pastures can be overgrazed. In other words, without single-entity control and strong property rights, we will not get the generation of useful and reliable reference information. And yet, as I said before, when was the last time you turned to an encyclopedia rather than to the web? How many of the things you have found on the web could have been found in a standard reference work? When it comes to the generation and retrieval of useful factual information, the web is an existence proof of the viability of commons-based production, validation, and distribution. In fact, as Jessica Litman points out, one reason for the success of the system is the absence rather than the presence of property rights in factual data—facts cannot be copyrighted:

This information system is vital and dynamic because information sharing is almost frictionless. Material is passed along at low cost with few practical or legal barriers. Jeff Dalehite, webmaster of <scratchdj.com>, is free to post the details of the early history of the phonograph without seeking the consent of his sources. Dalehite’s site tells us that Thomas Edison invented the cylinder phonograph in the 1870s and patented it in 1878. Dalehite recounts the details of the commercial standards competition between Edison’s phonograph and the disk gramophone introduced to the U.S. market in 1901 by the Victor Talking
Machine Company. He attributes none of his sources; he need not even know whether the information he has abstracted was original to the references he used or derived by them from some other source. Technical writer Samuel Berliner III has posted a site honoring famous people throughout history named Berliner. His site reports that the disk gramophone was invented by Emile Berliner in 1887. Berliner needs no permission from Frederick W. Nile, the author of a 1926 biography of Emile Berliner, nor the National Inventors Hall of Fame, who have posted a short profile of Berliner, from whom he initially learned that information. Neither Dalehite nor Berliner has secured a license from Tommy Cichanowski for any facts they might have learned by studying Tommy’s History of Western Technology, nor have they sought the blessing of the periodical Electronic Design,8 whose February 1976 issue commemorating the U.S. bicentennial furnished many of the dates that Cichanowski reports. If one were unable to post facts without determining who controlled them and obtaining a license to pass those facts on, this online information space would not exist.9

Take a step back for a moment. The original work on the tragedy of the commons overestimated the applicability of the tragic-commons paradigm, and underestimated the extent to which we could have a well-managed commons governed by a variety of formal and informal norms. Elinor Ostrom and her colleagues taught us this, and a variety of intellectual property theorists have shown the applicability of their work to the world of the intellectual commons. Certainly, the world of scholarly communications is a promising place for this application. But if we confine our analysis to the world of scholarly communications as currently constituted, are we guilty of a similar error to the original tragedians? Are we underestimating the power of a lay audience, given free access to cultural materials and factual data as well as scholarly work, to add richness and depth to the world of scholarship in the same way that they have in the world of the provision of factual information? Are we underestimating the power of an enlarged audience to enrich our scholarship as well as merely reading it?

Obviously, one would want to be very careful not to overstate the potential here. In the context of factual data, search engine algorithms have managed to provide a strange kind of layperson’s peer review so that we can get usable quality out of contributions of distinctly varied worth. So-called water-hole ranking relies on the assessments of other users about the relevance of a particular page; how many people link to this page on this topic? And what do other users think about the pages that provide the links? Just as markets have provided relatively good signals about the likelihood of factual events, some of them requiring considerable scientific knowledge to predict, so Google-type algorithms
generally provide an aggregated sense of the collective judgment. Even if the page rank accurately reflects the collective judgment, of course, that does not mean the collective judgment is correct. Yet search engines will give us a snapshot of a debate if issues are controversial and, with surprising frequency, give prominence to dissenting views, particularly if those seem backed by expertise and recourse to data. The result is a rough winnowing process that often allows us to free-ride on the judgment of those who have expertise on the issue. Like markets (or peer review?), the system can be distorted by intentional gaming, fads, cascades of enthusiasm, and undeserved reputational advantages. Nevertheless, the results are clearly useful.

An important qualification is in order here. Most educated readers apply their own additional filters to the material retrieved by search engines. They look at several results to see if answers converge rather than merely relying on just one (and search further if they do not). They give different levels of credibility to work depending on its origin, its authors, and their credentials. They assess its presentation (everything from grammar and syntax to the look and feel of the page, and the pages it links to). They may cross-check with a recognized authority that itself was produced through more conventional means, such as a dictionary or a book of quotations. These “filters” are often applied unconsciously, but they dramatically increase the accuracy of the results. The decentralized search engine of the web requires an entirely different level of skepticism, and acquired sophistication about indicators of credibility, than does a static encyclopedia. Thus one cannot simply assume that the web, plus distributed creation and reference, plus search engine algorithms, are enough to produce a reliable information-retrieval system. Social capital, in the form of educated skepticism, is also vital. Yet the process does not stop here. Collectively created reference tools such as Wikipedia formalize the process of decentralized research. Those with a particular interest in one subject put up their own entries on it, only to have them commented on, edited, and subject to a strange form of lay peer review. The process is often anarchic and contentious, but the results are remarkably impressive. To paraphrase a credo of open-source software, “With enough eyeballs, and an interested community, many errors will be caught.”

Thus let me return to my central questions. Are we underestimating the power of a lay audience, given free access to cultural materials and factual data as well as scholarly work, to add to the world of
scholarship and knowledge generation in the same way that they have
in the world of the provision of factual information?

My analogy might seem inapposite. Yes, decentralized systems are sur-
prisingly good at generating factual reference material that can be win-
nowed through the processes I describe. But here our subject is scholarly
communication, and surely there are differences between scholarship and
simple factual reference? I completely agree. Let me stress the point: *the
need for specialized expertise, sensitivity to source material, historical
knowledge, and professional analytical tools means that most scholarly
work will not be affected, or usefully supplemented by some imagined
distributed process of lay volunteerism.* Indeed, just on the level of
*reading*, most scholarship would not even be of interest to a lay audi-
ence. And yet with huge numbers of potential global readers, very low
costs, and the possibility of decentralized methods of assessment that
mimic peer review, the possibilities of productive exchange are surely
above zero. Are they sufficiently far above zero to be worthwhile? After
all, any enlargement of literacy, any broadening of the franchise, any new
influx of opinion will bring with it a lot of noise as well as signal. Can
current and future filtering methods, ranging from credibility assessment
to peer review and search engine algorithms, manage to separate signal
from noise? The answer is, I think, that we do not know. But our failure
to predict the Net’s role as a useful information source coupled with
our experience with the tendency of individuals to underestimate the
potential of “the well-run commons” should impose on us a double dose
of humility before we write off the potential of such contributions
altogether.

In one sense, the question I describe here is fundamental to the divi-
sion between the progressive and the populist impulses in American pol-
itics. The progressive notes the dangers of collective irrationality, of lack
of understanding, of availability cascades that violently skew percep-
tions of risk and benefit. He puts faith in the expertise of technocratic spe-
cialists working for the public interest, but isolated from public pressure
and hubbub. The populist, by contrast, is skeptical of claims that restrict
knowledge, decision making, or power to an elite group. He sees the
experts as being subject to their own versions of narrowness and preju-
dice, their own cascades. Most sensible people acknowledge that each
of these perspectives on the world has important truths to offer. The
question is where the balance is to be drawn. Despite the tendency of
some of my arguments so far, my goal is not to wave the banner for a
populist movement in scholarship. Instead, it is to argue that we do not know the benefits and costs that wider access to cultural and scholarly material could bring. What’s more, we have at least one reason not to reject the notion out of hand. At every stage of the development of mass literacy, it has seemed reasonable to doubt that anything productive could come out of widening the circle of participants—whether in biblical exegesis, in reading the law in English rather than in “Law French,” in exercising popular sovereignty in the move toward mass democracy, or in the changes to politics wrought by easy Internet access to public documents. Is there a lesson there?

Having thus chastened both our expectations and our tendency to discount the possibility altogether, in the remainder of this chapter I will consider how a larger universe of readers might be interested in scholarly literature and how scholarship might even occasionally benefit from the process.

Beyond the Specialist Archive? Users as Designers

I was recently at a meeting of academics, digital librarians, and technologists, talking about the construction of usable specialized digital archives. The librarians and technologists told of constructing beautiful systems, with twenty four different metadata fields and incredibly powerful search capabilities. They also explained the “dirty little secret” of many of these archives: no one uses them. The response from the group was a thoughtful one—academics from within the discipline should be included in the design process, so that the system fits their patterns of work and conceptual categories, rather than being imposed based on some alien categorical scheme. Who could disagree? Nevertheless, I was struck by the similarity of the scene to a whole series of moments in the history of technology: moments where the experts dramatically misunderstood the likely patterns of use of a technology. The telephone was, famously, initially imagined as a one-to-many communication device, useful for weather reports distributed from a central source and the like. It found such use only in Albania. AT&T predicted that cell phones would be used by a maximum of 900,000 people in the United States by the year 2000. The FCC’s prediction was lower (would that they had been correct!). Who predicted that IM would be a killer app, or imagined that e-mail would replace the phone call in much of corporate culture? Indeed, to go back to my earlier example, who predicted the
explosion of the web, or the extent to which people would rush to share knowledge, impressions, opinions—generally at some inconvenience to themselves and without monetary incentives to do so? Who predicted that free and open source software written and assembled largely by volunteers would outperform proprietary software in mission-critical applications and would be endorsed by parts of the national security apparatus?

The point is, if the history of technology teaches us anything, it teaches us that we are extremely bad at predicting ex ante the uses of technology. This fact has an overlooked, but absolutely vital design corollary: wherever possible, design the system to run with open content, on open protocols, to be potentially available to the largest possible number of users, and to accept the widest possible range of experimental modifications from users who can themselves determine the development of the technology. Then sit back and wait to see what emerges. It may be that your predictions of how the technology will be used, and even your predictions about the potential user group, will be completely wrong. All other things being equal, the more open the system is to change from multiple sources, the more open the content is to users beyond your initial target group, and the more the system can actually accept experimental changes from multiple external sources, the quicker you are likely to find the best use of the technology. Precisely because of the limits of foresight, making the entire archive available on the web, so that anyone can develop a search engine, or simply use Google, may well be better than building a wildly sophisticated specialist system designed by experts and used by no one. It is not an accident that some of the greatest recent successes in new technologies—the web itself and the technologies it enables—present exactly this model of development. In other words, having end users in the design stage is definitely a step forward from having technologists or librarians dream up an archival scheme from scratch. But even end users may misunderstand their own patterns of use, fail to anticipate important functions, or generally be unable to replicate the successes of a more open process of cybernetic adjustment.

Can one succeed with a closed model? Of course. We all use highly specialized databases that, for copyright or other reasons, are closed to the outside world. For lawyers, Westlaw is an example. When I want to know what the Second Circuit thinks about the copyright doctrine of “merger” I do not want an open archive, or a loose search engine. I want a very particular search restricted to a very particular set of materials,
using a fairly precise and fiddly Boolean search engine that capitalizes on esoteric knowledge and employs technical jargon. The system, driven by the competitive urge to be more attractive than Lexis and relying on feedback from countless users, offers a well-designed and extremely useful service. Market pressure can make proprietary systems highly responsive to emerging user needs and desires. Open-source platforms searching open content offer an attractive model, but hardly the only model. In any world I can imagine there will be a vibrant, and profitable, specialized set of “closed” information ecologies that rely on technology and proprietary rights to exclude all but high-valuation users, and offer sophisticated tools of little interest to the majority. Nevertheless, I would stick with my default design principle: wherever possible, design the system to run on open protocols, make the content available to the largest possible number of users, and accept the widest possible range of experimental modifications and additions from users who can themselves determine the development of the technology. There are two simple reasons for adopting this as the default rule. First, the traditions of the academy, of scholarship, and of Mertonianism itself dictate that openness in both content and structure should be our baseline, deviations from which require justification. Second, where one is uncertain whether a closed or open architecture is better, start with the one from which it is easier to develop alternatives if you have chosen wrongly. And shifts from open to closed are made with fuller information held by more parties (by definition) than the reverse.

With Enough Brains . . . , Is All Content Interesting?

My argument depends in part on the virtues of a larger-than-expected audience, and on the serendipitous uses that unrestricted access and open, malleable protocols for searching can allow to develop. Is this assumption realistic? Open-source software developers tell us that with enough eyeballs all bugs are shallow. With enough brains is all content interesting? Is there a lay audience for scholarly work, and the cultural and scientific materials on which it is based? Not always, of course. But this bolsters my argument rather than undermining it. The point is that we cannot predict confidently where and when there is a broad audience for scholarly work, or archival material, still less where and when non-scholars can actually contribute usefully to the field. And this again argues that openness to the public—rather than merely to a scholarly
audience—ought to be a general design principle. Take the world of medical research. This seems like the paradigmatic example of esoteric material in which laypeople have little interest and less knowledge. Yet the Internet has meant a dramatic surge in laypeople using the scholarly literature to research their or a family member’s illness, to help frame questions to doctors, to look at the results of new studies, and the like. The NIH has actually redesigned Medline to make it more accessible to laypeople.\textsuperscript{15}

Sometimes, of course, this means that medically untrained people misdiagnose their illnesses, pester their doctors with fanciful interpretations of irrelevant studies, or refuse vaccines based on unproven charges of their effects. These are real costs, yet the consensus seems to be that the benefits are even greater—improving health knowledge, helping to catch misdiagnoses, encouraging people to seek medical care more quickly when it is appropriate, assisting in the formation of patient groups, and sometimes even catalyzing patient-led attempts to encourage development of new therapies.\textsuperscript{16} The pre–Digital Reformation model in which a priestly intermediary always stood between the scholarly text and the laity no longer seems so inevitable. In fact, this tendency is frequently cited as a reason to encourage open access to scholarly journals. In the words of the Budapest Open Access Initiative,

An old tradition and a new technology have converged to make possible an unprecedented public good. The old tradition is the willingness of scientists and scholars to publish the fruits of their research in scholarly journals without payment, for the sake of inquiry and knowledge. The new technology is the internet. The public good they make possible is the world-wide electronic distribution of the peer-reviewed journal literature and completely free and unrestricted access to it by all scientists, scholars, teachers, students, and other curious minds. Removing access barriers to this literature will accelerate research, enrich education, share the learning of the rich with the poor and the poor with the rich, make this literature as useful as it can be, and lay the foundation for uniting humanity in a common intellectual conversation and quest for knowledge.\textsuperscript{17}

Recently, this desire has even prompted a worthily intentioned but misguided attempt to require that all articles based on government-funded research be published without copyright restrictions, \textit{precisely so that citizens can have unrestricted access to the scholarly literature}:

Scientific research paid for by the U.S. government would be required to be given free to the public, under a bill introduced in Congress last week. Representative Martin Olav Sabo, a Minnesota Democrat, said he introduced the Public Access to Science Act (PASA) of 2003 because U.S. residents shouldn’t have to pay
twice—once with tax dollars and a second time with subscription fees to scientific journals—for research that improves their health or saves their lives. “It is wrong when a breast cancer patient cannot access federally funded research data paid for by her hard-earned taxes,” Sabo said in a statement. “It is wrong when the family whose child has a rare disease must pay again for research data their tax dollars already paid for. Common sense dictates we provide the most cutting-edge research to all who may benefit from it—especially when they’ve already paid for it with their tax dollars, and my legislation will do just that.”

Most, but not all, of the use by laypeople of this literature is “consumptive” in the non–Jane Austen sense of the word. Citizens seek information to solve practical problems, to instruct themselves and family members. Instructional aid has always been an important and worthy goal of scholarly literature. It is also worth noting, though, that whether it is Sharon Terry, the PXE patient group advocate, or the dedicated environmental activist researching groundwater contamination near his home, there are a growing number of cases in which motivated groups of laypeople actually help shift policy and even occasionally redirect research. Nonscholars can make productive as well as consumptive uses of our work.

So much for medical scholarship. That is an area where people have a real functional need, and where smart search engines can take us an admittedly small, but important step along the road that separates the citizen from the specialist. Does this kind of interest—and the associated importance of making sure that both primary sources and secondary literature are available to the widest audience possible—exist beyond the medical realm? I would say that the answer is clearly yes, both in terms of access to scholarly literature and in terms of access to archival materials. We have examples in genealogical research, astronomy, Civil War history, and environmental science, with more examples popping up every day. More saliently perhaps, in those (sadly few) places where copyrights have actually expired on texts, movies, music, pictures—we have an explosion of efforts by laypeople to comment, annotate, digitize, and in short make usefully available the works of the past. Project Gutenberg is only the most salient example.

What does the web teach us? It is not merely that “with enough brains all content is interesting.” To paraphrase some earlier work on distributed creativity,19

1. If one has a global network, with very low barriers to entry and participation, and
2. If the type of creation involved is in some sense “modular” or built by accretion, and
3. If there is a random distribution of interests in particular topics (ornithology, literary history, open-source software, etc.), and
4. If there is a random distribution of incentive structures (greed, pride, altruism, desire to display virtuosity, hope of attracting interest, etc.), then
5. On any given topic, one will find a lot of motivated people with useful skills.

The web has already taught us these lessons in the context of factual research. It may be that they have some application to the design principles for the “commons” of scholarly communications.

**Conclusion**

The literature on the commons has much to teach us about intellectual production. It teaches us that the “tragedy of the commons” is only part of the picture; that there are comedic, well-run commons. It teaches us that the commons is not the same as the public domain; successful commons are frequently characterized by a variety of restraints—even if these are informal or collective, rather than coming from the regime of private ownership. It even gives us generalizable tools that can help us to match types of resources with types of commons regimes. The web confirms those lessons. As I pointed out earlier, standard intellectual property theory would posit that to get high-quality factual reference works, we need strong property rights and single-entity control for at least three independent reasons related to the tragedy of the commons: the need for exclusive control over reproduction in order to produce the incentives necessary for large-scale investment in writers and fact-checkers, the need for control over content and editing in order to ensure quality, and the need for control over the name or symbol of the resource itself as a signal to readers and an inducement to invest in quality in the first place. In this case, though, the standard story was wrong, or at least incomplete. The fact that the Net has actually become a high-quality factual resource through a distributed process run largely by volunteers, with no central organizing body, is nothing short of fascinating. Indeed, it is precisely the comparative *absence* of intellectual property rights to
exclude from facts and references that has been the key to the cooperative enterprise. There are provocative similarities between the possible future of digital scholarship and the remarkable successes of systems that harness lay volunteers in order to produce high quality out of individual contributions whose quality varies widely.

When coupled with our inability to predict accurately the best uses of new technologies, and the remarkable successes of free and open-source style development in which users are also designers, the Net’s success as a reference work offers a persuasive analogical argument for a particular design principle in the construction of the scholarly commons: wherever possible, design the system to run with open content, to run on open protocols, to be potentially available to the largest possible number of users, and to accept the widest possible range of experimental modifications from users who can themselves determine the development of the technology. Then sit back and wait to see what emerges. We might be as surprised as we were when the Net stopped symbolizing inaccuracy and became a default reference source.

The second implication of my argument here is even simpler. In practice, the scholarly readers of this book have access to at least some version of the online Library of Congress that my son imagined. The wonders of interlibrary loan and subscription services can provide us with access to the resources of the world’s libraries, though we cannot “click to get the out-of-print book” in the way a more rational copyright system would permit. When many of us—I exempt librarians from this statement—think of a world in which one could “click to get the book,” we do so with regret but little passion. Partly, that is because we think of the issue as simply one of consumptive access—it would be nice for nonscholars to have a greater ability to read, see, or hear the works of the past. The literature on the commons, and the past history of the Net as a factual resource, give us another reason to cherish this idea—a productive, even a scholarly one. Working in an arena where facts are largely free from intellectual property rights, the Net has assembled a wonderful cybernetically organized reference work. What might it do to the 97 percent of the culture of the twentieth century that is not being commercially exploited if that culture was available for everyone to annotate, remix, compare, compile, revise, create new editions, link together in archives, or make multimedia reference works?
The second part of my argument went beyond popular access to the cultural material of the twentieth century. I suggested that the scholarly-communication commons should be designed under the default assumption that, where possible, one would seek to ensure that both the repositories and participation in the design of repositories were available to the broadest number of people. What if dramatically more scholarly material on everything from medicine to literature were freely available and easily searchable? What if specialized scholarly archives lived side by side with archives whose design reflected participation by both scholarly and lay users—“Democratizing Innovation,” in Von Hippel’s terms? What, in other words, if we imagined a world of potential colleagues rather than a universe of passive consumers? But that is a very large scholarly commons indeed.

Notes

This work is also made available on the author’s website, http://james-boyle.com, under the terms of a Creative Commons Attribution, Non-Commercial, No-Derivs License; see http://creativecommons.org/licenses/by-nc-nd/2.5/. It draws on sections of a manuscript in progress called “The Public Domain: An Environmentalism for Information.”


4. The phrase is Carol Rose’s—used to describe cases where, contrary to the suggestion of Hardin’s tragedy of the commons, resources are actually more efficiently used and managed collectively rather than under individual ownership. See Carol Rose, “The Comedy of the Commons: Custom, Commerce, and Inherently Public Property,” University of Chicago Law Review 53:3(1986):711–781.


6. In particular, I owe a considerable debt to Jessica Litman’s wonderful “Sharing and Stealing” (Working paper, Wayne State University Law School,


12. The true number was closer to 10,000,000; http://knowledge.wharton.upenn.edu/121901_ss7.html some estimates there are now closer to 1 billion cell phones worldwide.

13. Eric Von Hippel is the undisputed master of the literature on user-based innovation. See his *Democratizing Innovation* (Cambridge, MA: MIT Press, 2005), available in full online at http://web.mit.edu/evhippel/www/democ.htm. Allowing users to participate, formally or informally, in the shaping of repositories obviously runs into a nontrivial design problem because of the “negative network externalities” that can result. What is a negative network externality? Think of the Tower of Babel: the original model of a system in which all users design their own protocols. However, the open-source software community, Wikipedia, and our own experience in scholarly disciplines show us that a variety of formal and informal norms can help to manage a process of commons-based production, without letting it collapse into a Babel of incompatible efforts. And to return to the linguistic example, languages themselves manage just fine without a single property owner, or authoritative Académie Française vetting all possible
linguistic innovations—a fact that both commons theorists and Hayekian market enthusiasts noticed long ago.

14. See Eric S. Raymond, *The Cathedral and the Bazaar: Musings on Linux and Open Source by an Accidental Revolutionary* (Cambridge, MA: O’Reilly 1999). “Bugs” are problems with software. Raymond is saying that with enough people reviewing the code, as allowed by open source, all problems will be “shallow”—that is to say, easy to fix.

15. See Elana Varon, “Medline Plus: Online Medical Info for Ordinary People,” http://edition.cnn.com/TECH/computing/9901/18/medline.idg/. “Although the National Library of Medicine has always provided information to the public, its resources, including online databases, were designed for medical professionals. Now the agency has developed a World Wide Web site, Medline Plus, that aims to deliver the latest medical research and health information to lay people. The Medline Plus site collects information on common diseases and conditions and offers dozens of reference tools used by medical librarians. It is a work in progress, NLM director Dr. Donald Lindberg said. ‘We have known for many years that it’s very, very desirable to provide biomedical information to the public, but we’ve not done it directly,’ he said. Among the reasons the agency is trying to provide such information now are that it is easier to disseminate information through the Internet, and there is growing public demand for health information.”

Medline Plus can be found at http://www.nlm.nih.gov/medlineplus/. See also http://www.ncbi.nlm.nih.gov/PubMed/, a site that offers the following resources: “PubMed, a service of the National Library of Medicine, includes over 14 million citations for biomedical articles back to the 1950’s. These citations are from MEDLINE and additional life science journals. PubMed includes links to many sites providing full text articles and other related resources.”


21. This applies only to reading, however. Other uses of texts—republishing, annotating, using substantial excerpts in a course book—may still be suffocatingly difficult because of long copyright terms as well as the prevalence of orphan works. And even gaining access to old films and music is often hard even for professional scholars. See “Duke Center for the Study of the Public Domain: Comments to the Copyright Office on Orphan Works,” http://www.law.duke.edu/cspd/pdf/cspdproposal.pdf.

22. See Von Hippel, Democratizing Innovation.
Preserving the Knowledge Commons

Donald J. Waters

In 1997, Anthony Grafton, the distinguished Princeton historian, published a remarkable history of the footnote. He argued that the footnote is an intellectual tool that is “the humanist’s rough equivalent of the scientist’s report on data.” It offers “the empirical support for stories told and arguments presented.” However, footnotes work their magic as part of a scholarly reference structure if and only if the underlying works—the referents—have been reliably preserved and are available to be tested and verified for their ability to support new advances in knowledge.

Many readers will no doubt remember their own experiences of awe and wonder when they learned how to interpret a footnote and so began to understand the mechanics of scholarly reference. According to Grafton, however, “no one has described the way that footnotes educate better than Harry Belafonte, who recently told the story of his early reading of W. E. B. DuBois.” As a young West Indian sailor, Belafonte learned to read critically when he figured out how the footnote opened a world of learning. “I discovered,” Belafonte said, “that at the end of some sentences there was a number and if you looked at the foot of the page the reference was to what it was all about—what source DuBois gleaned his information from.” However, Belafonte did not find the task of learning from references to be easy at first and was stymied by the methods that DuBois used to cite his references. Trying to track them down, he says that he went to a library in Chicago with a long list of books. “The librarian said, ‘that’s too many, young man. You’re going to have to cut it down.’ I said, ‘I can make it very easy. Just give me everything you got by Ibid.’ She said, ‘There’s no such writer.’ I called her a racist. I said, ‘Are you trying to keep me in darkness?’ And I walked out of there angry.”
Of course, footnotes are not the only or, in a variety of research and educational contexts, even the best method of reference, and, as the Belafonte story indicates, there can be many obstacles in tracking a reference path. However, as Grafton concludes in his study, the footnote is a critical part of the scholarly apparatus because it is such a clear and efficient mechanism to link one piece of scholarship with what its author has identified as the key reference points for the work. It serves as a guarantee, Grafton says, “that statements about the past derive from identifiable sources. And that is the only ground we have to trust [those statements]” (Grafton 1997, vii, 233–235).

In other words, when scholars use systems of reference to link one work to another, they establish and exercise underlying fabrics of trust. These fabrics serve to tie researchers to other researchers, teachers to students, and creators to users over time and place into durable and productive scholarly communities. The linked works represent the common pools of knowledge—the knowledge commons—over which members of these communities labor to produce new knowledge. The links work, the trust endures, and the commons nourishes the intellectual life only when the reader is able to check the reference at the other end, and that checking depends on a reliable, ongoing system of preserving the knowledge commons.

**The Changing Nature of Preservation in Systems of Scholarly Communication**

Grafton’s account of the development of the footnote provides a useful glimpse into the process and apparatus of scholarly reference, and more generally, into the complex systems of scholarly communication by which research and other scholarly products are, by formal and informal means, “created, evaluated for quality, disseminated to the scholarly community and preserved for future use” (Association of College and Research Libraries 2003). Currently, these systems are under considerable stress and are changing rapidly as scholars incorporate digital technologies into their research and methods of dissemination, and as they use and generate information in digital as well as other formats. The contributions to this book together represent an attempt to understand and evaluate the stress and change in terms of the political economy of public goods, and related concepts of the commons, common-pool resources, and collective action. The knowledge commons described elsewhere in
the book all are subject to the intricate challenges of preservation, and some of my colleagues have highlighted some of the key issues. Ostrom and Hess have carefully situated the preservation challenges within a broad analytical framework. Kranich draws attention to the effects on preservation of political and economic enclosure; Ghosh shows the constraints of intellectual property regimes; and others underscore the need for preservation as they describe, for example, how the development of knowledge commons gives rise to new opportunities for library service (Lougee) and disseminating scholarly publications (Suber). Here, in this chapter, full attention is devoted to the topic of preservation. This is the process of ensuring that the knowledge commons endures—that scholarly materials are available for citation and, if cited, are available for consultation and further study.

Academic libraries have traditionally taken responsibility for preserving the scholarly record in printed form by buying books and journals from publishers for their local researchers, teachers, and students. They store these works at specific locations in protective environments, fix bindings and pages when necessary, and microfilm or digitize those volumes in danger of deterioration. Today, increasing numbers of scholars are contributing articles to electronic journals, taking part in projects to publish electronic books, and building new kinds of resources that take advantage of digital capacities to link and aggregate materials and to simulate and visualize complex relationships. They also support their scholarship with citations to these and a wide range of other digital materials as well as to more traditional sources (see Lynch 2003b). Such electronic scholarship is as important for the cultural record and the building of knowledge as printed publications have been, and is therefore as important to preserve. But libraries generally do not buy electronic journals and books. They license them, and provide access to digital resources based on servers elsewhere and outside of their direct control. Given such a profound change in the pattern of distribution and ownership, the research library is being transformed from a steward to an active collaborator with scholars and students in the production and use of scholarly information resources (Lougee, chapter 11, this volume). So who is taking responsibility for preserving these materials?

Although the case is persuasive for why digital preservation is a necessary and vital component of the system of scholarly communications, an impressive array of factors and incentives—including the fundamental shift from buying to licensing—leads otherwise well-intentioned actors in
different directions (see, for example, Waters and Garrett 1996 and Library of Congress 2002; but also Morris 2000; Waters 2002; Jones 2003; Lavoie 2003, 2004; Honey 2005). Meanwhile, digital materials are proving to be fragile and fleeting, with potentially serious consequences for the knowledge commons. Brewster Kahle, who founded the Internet Archive to preserve portions of the web, estimates that a web object now has an average life expectancy of 100 days (Weiss 2003). Mortality is also high for web-based scholarly literature. A study published in *Science* in October 2003 found that more than 30 percent of the articles in selected high-impact medical and scientific journals contained one or more Internet references, but “the percentage of inactive Internet references increased from 3.8% at 3 months to 10% at 15 months and to 13% at 27 months after publication” (Dellavalle et al. 2003, 787). A similar study conducted in 2001 found that the percentage of inactive Internet references increased from 23 percent at two years to 53 percent at seven years after publication (Lawrence et al. 2001; see also Ho 2005). With additional effort, many of the works cited in the inactive references could still be found, but at different locations and without evidence of provenance or proof that the contents had not been altered. The results of these studies cast doubt on the wisdom of citing online references at all—a practice nonetheless followed in this chapter—and clearly indicate that the digital ecology of the knowledge commons is highly unstable, and its preservation is far from assured. Reviewing one of the recent studies on the high mortality rate of scholarly citations to online references, Anthony Grafton commented that “I’m looking at a world in which documentation and verification melt into air” (Carlson 2005).

In this chapter, I focus specifically on the problem of preserving electronic scholarly journals (e-journals). To provide a framework for analyzing the problem and possible solutions, I first define it as a problem of preserving a commons, and then explore key roles and organizational models in the preservation process. I conclude by identifying key features of what might emerge as community-based preservation efforts.

**E-Journal Preservation as a Commons Problem**

In the fall of 2000, the Andrew W. Mellon Foundation invited seven of the nation’s leading universities, along with publishers that they each selected, to participate in a preservation planning process (Cantara 2003; see also Waters 2002). Together, the participants would develop and
share detailed understandings of the requirements for setting up and implementing trustworthy archives for the preservation of electronic journals, create technology to facilitate the archiving process, and organize the implementation and operation of electronic journal archives. Although they demonstrated in many ways the technical feasibility of preserving electronic journals, most of these seven planning projects stalled when they ran smack into some of the classic problems of the political economy of public goods: What are the incentives for individuals and institutions to participate in the provision and maintenance of a good when others cannot be readily excluded from enjoying the benefit? What are the organizational options? What are sustainable funding plans?

Commons—or more specifically common-pool resources—are a kind of modified public good. They share with public goods the feature that it is difficult to exclude beneficiaries, but differ in that use may reduce the availability of the resource to others (Ostrom et al. 1999, 278). Knowledge in the abstract, such as the theory of relativity, is strictly speaking a public good, because it is difficult to exclude people from benefiting from the theory and use of the theory does not diminish its availability to others. Knowledge in the form of specific works, such as articles in electronic journals, resembles a public good because it is also difficult to exclude beneficiaries who can readily copy, discuss, or otherwise disseminate the material. Copyright protection is meant to provide incentives to those who might be deterred by the threat of copying from contributing in the form of publications to the common pool of knowledge. However, once a scholarly work is available in the form of a published electronic artifact, the artifact can, like other kinds of common-pool resources, be used up and, as linked references in e-journals, may simply disappear.

To have its beneficial effects, a published work needs to be available to the broadest possible audience both in the present and over time. However, access is not equivalent to preservation. The free or open access of common-pool resources may encourage use by many today, but it does not necessarily encourage any specific individual or institution to preserve them for future use. Insuring against the loss of electronically published works is a common-pool resource problem that requires special attention.

To explore the nature of the problem further, let us examine the idea that the preservation, or “archiving,” of electronic journals and other
forms of electronic publications is in fact insurance against loss. Is preservation really like insurance, in the sense of fire or life insurance? Would a business approach based on an insurance model induce people to take on responsibility for archiving? If you have fire insurance and your house burns down, you are protected. If you have life insurance and you die, your heirs benefit. There is an economy in these kinds of insurance that induces you to buy. If you fail to buy, you are simply out of luck; you are excluded from the benefits. Unfortunately, the insurance model for preserving electronic journals is imperfect, because insurance against the loss of information does not necessarily enforce the exclusion principle.

A special property of archiving is that if one invests in preserving a body of electronic journals and the works are eventually lost to others who did not take out the insurance policy, the others are not excluded from the benefits, because the knowledge in the works still survives. Because free riding is so easy, there is little economic incentive to take on the problem of digital preservation. Potential investors conclude: “It would be better for me if someone else paid to solve the archiving problem.” As we have seen, one of the defining features of a common-pool resource is that it is difficult and costly to exclude beneficiaries.

Given the huge free-riding problem associated with the maintenance of the knowledge commons, what are the alternatives? Reflecting in part on the free-riding problem, Garrett Hardin in “The Tragedy of the Commons” (1968) despaired of solutions, and offered little hope that selfish individuals would cooperate in preserving their commons. Hardin followed Thomas Hobbes, who lamented the state of nature, a commons in which people pursue their own self-interest and lead lives that are “solitary, poore, nasty, brutish, and short” ([1651] 1934, 65). Focused on preserving digital information in 1996, the Task Force on Archiving of Digital Information echoed both Hobbes and Hardin in writing that “rapid changes in the means of recording information, in formats for storage, in operating systems, and in application technologies threaten to make the life of information in the digital age ‘nasty, brutish, and short’ ” (Waters and Garrett 1996, 2).

One of Hardin’s solutions to the tragedy of the commons was, like Hobbes’s, to rely on the leviathan—the coercive power of the government. Governments, in fact, have funded many of the early efforts to create digital archives (Beagrie 2003; Library of Congress 2002). Hardin’s other solution was to encourage privatization, trusting in the power of the market to optimize behavior and preserve the commons.
Efforts such as Brewster Kahle’s Internet Archive demonstrate the kinds of contributions that private investment could make.

Certainly, both the government and private interests have roles to play in preserving the knowledge commons, but substantial experimental and field research in the political economy of public goods has also shown Hardin’s pessimism about the prospects of maintaining common-pool resources goods to be unwarranted. Case after case demonstrates that groups of people with a common interest in a shared resource will devise and agree on community-based mechanisms for controlling and financing the preservation of the resource (Ostrom 1990; Dietz et al. 2002; Dietz, Ostrom, and Stern 2003). However, understanding the potential interaction of government, private, and community interests in the systematic preservation of a digital knowledge commons requires a close analysis of potential roles, responsibilities, and models of organization.

Preservation Roles, Responsibilities, and Models of Organization

According to Brian Lavoie (2003), there are essentially three roles at play in the archiving equation. Lavoie uses slightly different labels, but I would refer to them as Producer, Consumer, and Archive. The producer is the individual or set of individuals who generates an information object and is initially responsible for the bundle of ownership rights associated with the object. The consumer is the individual or set of individuals that comprises the public (or publics) interested in the long-term preservation of an object. I use the word consumer deliberately to indicate the potentially complex relationship in which the producer may be selling, licensing, or otherwise supplying services to the consumer based on the very same object that the consumer wants to be preserved. And, as I would define it, the archive is responsible for exercising the rights and duties of preserving the cultural, historical, or scholarly record.

As Lavoie observes, these three roles could logically be combined in five different ways, representing distinct organizational models (see figure 6.1). The real world, of course, is a lot messier than these simple representations suggest, but there is a heuristic value in considering these abstractions because they help us identify some of the key issues. I am departing from Lavoie’s analysis here to suggest that two of the models, which I have labeled Models A and B, represent forms of organizational archives.
Organizational Archives

The key defining quality of both models is that the producer of the information objects and the consumer of the preservation service belong to the same organization. The organization in effect has a compelling interest and incentive to preserve the objects that it produces. The difference between the two models is that in the one case—Model A—the archive is housed within the boundaries of the organization, while in the other case—Model B—the archive is outsourced to some third-party provider.

The roles and responsibilities in these models are easy to define and understand and, within academic organizations, they are an increasingly important component of the scholarly-communication infrastructure (Lynch 2003a). Because the organization controls its own finances and structure, it controls the demand for archiving, the allocation of roles and responsibilities, and the wherewithal to enable actors within the organization to carry out their responsibilities. Note, however, that if the institution is a complex one, in which roles are highly differentiated and specialized, and if we take a perspective from within the organization, it may well be that to many of the internal actors the model would appear indistinguishable from Model E, in which the producer, consumer, and archive each belong to different organizations.
Note also that one of the heuristic values of modeling roles and responsibilities in this schematic way is that it allows us to distinguish at least two senses in which the phrase “institutional repository” is used, often ambiguously, in current discourse. On the one hand, the phrase refers in a strict sense to the case of an organization managing its own records. The organization is its own customer for purposes of archiving, and is not concerned with a broader public. DSpace is an open-source software platform developed at MIT for “institutional repositories” in this sense. It was designed and deployed in its early implementation to address the internal needs of MIT, with departments and groups within the organization contracting with the library to create an archive as an internal record of digital products that they have generated (Barton and Walker 2003).

On the other hand, a good deal of the discussion about “institutional repositories” follows the argument developed in a recent position paper of the Scholarly Publishing and Academic Resources Coalition (SPARC), and suggests that repositories like DSpace could do much more, including holding copies of published papers produced by faculty, and thereby appealing to a demand for preservation from a customer base that extends well beyond the bounds of the archiving organization (Crow 2002; see also Heery and Anderson 2005). Although such a vision is surely worth pursuing, there is little evidence that it would be feasible to implement it in the short term. Moreover, in terms of the formal models outlined here, the SPARC view is not strictly speaking an organizational archives; instead, when universities embrace such a vision, the relevant actors share roles and responsibilities more like those in Model C, which I would call producer archives.

**Producer Archives**

Model C represents cases in which the producer and the archive are aligned organizationally to preserve a portion of the cultural record for a broad consumer base. Besides the SPARC vision of colleges and universities creating archives of the publications that their faculty authors produce, other examples of producer archives would be publisher archives and so-called author self-archives. Is preservation in the mission of such producers and are they credible archives?

Universities as the producers of knowledge have traditionally relegated collecting and preserving the scholarly literature to their libraries. Libraries, in turn, have taken it as their mission to embrace collections
that are broadly useful as resources for research and teaching within the institution, rather than to focus on archiving the published output of their faculty. Shifting the preservation mission of academic institutions is not inconceivable but, as Clifford Lynch (2003b) has pointed out, it would likely require significant, and potentially costly, cultural, policy, and technical changes that could distract from the larger academic mission of encouraging innovation and the expansion of knowledge, and may require federating technologies that either do not exist or are currently too immature to be useful.

For their part, publishers, including many scholarly societies, understand the general social benefits of preservation, and certainly have a strong interest in preserving the own content—either themselves or through a third party—for as long as their databases are commercially viable. Moreover, scholarly publishers also have an incentive to contribute to preservation activity in the interests of their authors, who want their works to endure, be cited, and serve as building blocks for knowledge. However, journal publishers generally do not regard long-term preservation as falling within the scope of their mission and responsibility. The long-term viability of any producer archives that they create is therefore subject to doubt, and the primary concern is whether their electronic publications are produced in a preservable format that could endure outside the cocoon of the publisher’s proprietary system. One necessary ingredient in a proof of preservability is the transfer of data out of their native home into external archives, and as long as publishers refuse or are unable to make such transfers, this proof cannot be made.

Another concern about producer archives is more subtle, and perhaps more pernicious in its implications for the future of the knowledge commons in electronic form. In part, because electronic publications are generally maintained online, rather than being physically transferred as paper publications are in a sale, publishers appear to be more vulnerable to legal demands, editorial second-guessing, and other activities that result in the removal of materials from the publishers’ archive. In 2003, following an article titled “Elsevier’s Vanishing Act” in the *Chronicle of Higher Education* (Foster 2003), a correspondent on the LIBLICENSEL Mailing List documented more than thirty-five instances in which Elsevier removed articles from its Science Direct. Reasons for retraction included previous publication of the article in another publication, scientific misconduct, disputes over copyright, and perceptions of offensive content (Lapelerie 2003). In relation to the overall size of Elsevier’s
database, the number of vanishing articles was, of course, relatively small, but Elsevier is not the only journal publisher that has been subject to such pressures. The overall consequence of removal is that it produces a “Swiss cheese” effect in the scholarly record and casts doubt on the ability of publishers in general to preserve the integrity of the commons, at least on their own.

The LibLicense discussion about publisher-removed articles then prompted James O’Donnell (2003), the provost of Georgetown University, to observe that the “vanishing-act” discussion “is disturbing, because it is the tip of the iceberg, I think: If for fairly transient reasons, publishers will pull articles, when might not publishers prove unreliable for other reasons?” He went on then to highlight how the failure to account for reliable preservation is one of the most poorly examined open spaces under the head of steam known as “author self-archiving.” O’Donnell wrote:

But the question that follows on this discussion for me is this: If we were to ask that not publishers but authors be the guarantors of permanence, self-publishing or publishing in institutional repositories where the author retains control over the copyright and disposition of his/her material—what protection do we then have to assure us that articles will remain archived, unchanged, in perpetuity? Are there articles I have written that I wouldn’t mind disappearing? Actually, yes. Are there pieces of articles that I would quietly change if I could? Well, interesting thought, sure.

Consumer Archives

Let me now turn briefly to Model D, which represents what I would suggest is a consumer archive. In the digital realm, as with other forms of information, the passions and interests of what Edward Tenner has called “freelance selectors and preservers” will almost surely result in valuable collections of record (2002, 66; see also Beagrie 2005). Just as publishers undoubtedly have a role in digital archiving, so too will individual consumers. However, just as there is reason to question the commitment of producers to the long-term task of preservation, so too are consumer archives subject to similar, and perhaps even greater, concern, and provision must be made to ensure the eventual transfer of archived materials to archives capable of providing long-term care.

Community-Based Archives

This brings me to the last and perhaps most interesting and complex organizational model, Model E. In this case, each of the three significant
roles is played by independent actors. Ideally, a network of competent digital archives will emerge that would be responsible for preserving electronic journals and other digital materials of cultural and scholarly significance. Indeed, if the model being developed by the Library of Congress (2002) eventually succeeds, the archival function itself may depend on a complex and distributed division of labor among parties with various responsibilities for selection and custodianship, security, and repositories. But the key organizational feature of this model for the preservation of electronic journals is that members of the scholarly community, including producers (especially publishers), consumers as represented by scholars and their academic institutions, and libraries would find ways jointly to solve this pressing problem.

The Mellon Foundation also expects to play a supporting role as part of the community, especially given its long-standing philanthropic interest in the preservation of the cultural record as a condition of excellence in higher education. However, it is looking, as it does in nearly all cases of support, for ways to promote a self-sustaining, businesslike activity. It cannot in this, or in any other initiative, support long-term operating costs without compromising its mission. As a result, the foundation seeks to foster the development of communities of mutual interest around preservation, help legitimize archiving solutions reached within these communities, and otherwise stimulate the necessary support from within the scholarly community. The premise of the Mellon e-journal planning projects, which I mentioned above, was that concern about the lack of solutions could be addressed only by hard-nosed discussions among stakeholders about what kinds of division of labor and rights allocations are practical, economical, and trustworthy, and from those planning projects two fledgling community-based preservation services were born.

One is Portico, a new organization that is affiliated with Ithaka and JSTOR and is being designed to preserve the source files used to publish electronic journals (Fenton 2005). Since its inception in late 2002, Portico has developed a business relationship with ten publishers. It has developed mechanisms for transferring data from these publishers, and has designed and constructed a prototype repository. It has verified through a detailed study that a shift from print to electronic journals would generate huge savings in nonsubscription processing and storage costs within libraries (Schonfeld et al. 2004), and it is now negotiating with publishers and libraries to finalize its pricing and service model.
The other initiative is based at Stanford University and is developing an archiving system called LOCKSS, for Lots Of Copies Keeps Stuff Safe (Reich and Rosenthal 2001). In the LOCKSS system, a low-cost web crawler under the control of a participating library is used for systematically capturing presentation files—web-based materials that publishers use to present journal content to readers. Publishers allow the files to be copied and stored in web caches that are widely distributed on local campuses but highly protected. A critical feature of LOCKSS is that it is designed to prevent failure within the archived system by creating redundancy and removing single points of failure (Rosenthal et al. 2005). The caches communicate with each other through a secure protocol, checking each other to see whether files are damaged or lost and repairing any damage that occurs. Caching institutions have the right to display requested files to those who are licensed to access them if the publisher’s site is unavailable and to provide the local licensed community the ability to search the aggregated files collected in the institutional cache. Much work remains, but Stanford has attracted more than 80 libraries and more than 50 publishers to test the system, and expects LOCKSS to be preserving 100 electronic journal titles from eight to ten publishing platforms when a full production system is released. Like Portico, however, LOCKSS has yet to generate the revenue needed from the community to sustain the enterprise.

Properties of Community-Based Efforts to Preserve the Knowledge Commons

Trusted third-party agents in the archival role, whether it is a repository organization such as Portico or a distributed caching system as in the case of LOCKSS, promise greatly to benefit the knowledge commons. Trusted third parties whose primary mission is preservation can help overcome the multiple weaknesses of producer archives. They offer a mechanism for producers to transfer their content and help prove that it is preservable, and such a transfer would also mitigate the dangers to the scholarly and cultural record associated with the “vanishing act.” In addition, as common infrastructure for preserving the scholarly and cultural record over time, trusted third-party archives can create economies of scale for both producer and consumer archives, thus generating the public good of preservation while, at the same time, producing systemwide savings in implementation. However, of the five general types
of organizations discussed above, trusted third-party archives such as Portico and LOCKSS pose a unique set of problems because the roles and responsibilities, which are embedded in different organizations, must be turned to a common preservation mission, and this kind of coordination across organizations is difficult to achieve. Agreement is needed, for example, on the definition of what materials need to be preserved. Although there may be little disagreement that scholarly journals need to be preserved, it is not always easy in other domains to predict what sources future readers will need. In fact, the acts of coordination among the parties by which they set up a trusted archive are, in themselves, acts of community building by which the parties define what needs to be preserved, and establish and cement their mutual interest in preserving the knowledge commons.

In formal economic terms, the coordination problem that must be addressed in creating community-based preservation archives is a problem, from the perspective of the archive, of creating a two-sided market (Rochet and Tirole 2003; Evans 2003; Wright 2003). In a traditional market, a producer creates and sells a product that consumers demand. A journal publisher, for example, produces a journal of articles for readers and libraries. In a two-sided market, two different groups need the services of an intermediary in creating a new product. The specific services provided with the product are different on each side and the task of the intermediary is to create a business model that strikes a balance and manages to get both sides on board because the market flourishes only if the number of participants on both sides is large and growing.

A typical example of an intermediary in a two-sided market is a credit card company, which must create a business model that both induces businesses to accept a credit card and provides incentives for customers to use it. Working both sides of the market is necessary because businesses will not accept the card if too few customers want to use it, and customers will not use it if not enough businesses accept it. Visa and MasterCard charge businesses a transaction fee and create huge demand by giving cards away with no up-front fees. They then charge customers high interest on unpaid balances. By contrast, American Express balances the two sides by charging businesses and then also in levying up-front fees on customers and expecting full payment on credit balances. The two-sided problem in the case of community-based archives is similar because they must find a model that gets both publishers and readers
on board. Readers and particularly libraries would not want to participate in the archives unless a large number of journals are being preserved, and publishers would be reluctant to contribute their journals unless library and reader demand for preservation through the archives is real.

The two-sided market problem that faces community-based archives is compounded because the product—preservation—that they are trying to create for the community is a public good. As we have seen, it is difficult to exclude members of the community from the benefits of preservation. The possibility of free riding thus makes it difficult for the community-based archives to induce participation. However, even though exclusion is difficult, it is not impossible.

What preservation ensures is future access to the preserved work, and one community-based solution to the free-riding problem is to create a voluntary association, or club, of participants that derive mutual benefit from membership, and to treat preservation as a club good in which key benefits, including the benefit of ensured future access, are limited to the participants. As Richard Cornes and Todd Sandler argue, clubs provide an important “nongovernmental alternative to the provision of public goods” (1996, 393; see also Buchanan 1965). Portico and LOCKSS have in fact organized clubs as a means of providing their community-based preservation solutions. The experience of these initiatives in developing clubs and club goods, and particularly clubs in a two-sided market, suggests the need for further attention to at least three specific features: the definition of the club as an archive, specific legal protections that may be needed for such archives, and the access restrictions that provide the basis of exclusion and sustainable business models.

Definition of Archives

The first feature I would highlight is that \textit{the role of archives must be narrowly defined in terms of the rights and duties needed to preserve the historical, cultural, or scholarly record}. Others are better qualified than I to comment on whether the various recent revisions to the copyright law are constitutional or how well they balance private interest and the public good. There is little evidence, though, that activities aimed at preserving digital materials are sufficiently distinguished in debates about intellectual property, and so the implications of new law or court review for preservation receive scant attention and little protection in what are otherwise sweeping and potentially far-reaching changes. Part of the
problem is that, as a community, we have not been very rigorous in defining the archival role with respect to digital information.

Over the last decade, the semantics of the word archives have grown increasingly complex. The narrow, traditional definition of an archives as a repository with a long-term responsibility for preserving the cultural record has been extended in such uses as the “Open Archives Initiative,” “scholar self-archives,” and “computer archives,” to refer simply to collections of interest or even more simply to ordinary daily backup systems. These loosely defined senses are often used interchangeably or in association with the more rigorous definitions, and so tend to generate more confusion than clarity.

Here, for example, is a fairly common definition of the mission of a digital archive, which appeared in a recent report of a Mellon-funded project: “To ensure the long-term survival and broad availability of digital information.” I will return shortly to the highly problematic assertion about access in the phrase “broad availability,” but even the term “long-term survival” is overly broad because everything cannot be saved and the archival function, in a strict definition, is specifically associated with the highly particular and selective function of identifying and preserving historical, cultural, or scholarly records. Preservation is a daunting task in any case. When the definition of archives is not restricted to this highly focused objective it is hard for policymakers, such as members of Congress, judges, and especially the clerks who do their research for them, to see the distinct value of the task and take it seriously enough to consider its implications when making decisions that may affect the scholarly community’s ability to manage and preserve its cultural record.

Legal Protection
A second feature that I would highlight is that electronic journal archives, strictly defined, may need legal protection from the negative effects of liability and other tort actions against publishers. If transfer of an e-journal from a producer to an archive is proof of preservability, then it behooves the archives to institute the transfer as soon after formal publication as possible to ensure against producer actions that might change or remove material. However, even if a hand-off were immediate, a license or other form of contract between the producer and the archive may govern the transfer, and may not protect the archive from requests to withdraw material in the same way that the sale and physical transfer of a printed publication would (Ayre and Muir 2004). In other words,
the interactions among contract, tort actions, business decisions, and copyright may leave long-term archives exposed in the digital environment in ways that they are specifically protected in other media, at least in U.S. copyright law.

Given this definition of the problem, the Mellon Foundation recently commissioned a comparative study that is looking carefully at the interaction of contract, tort, and copyright law in the United States and a few other countries. If this study proves that there is a deeper structural problem, it may be necessary to create or employ appropriate legal and policy constructs, analogous to those that accompany the sale of a paper copy of a journal with an offending article that would shield qualified archives from demands to change or withdraw material from online view. Thus, for example, if a publisher has deposited a copy of an electronic journal in a trusted third-party archive and one of the articles later has to be retracted because it involves significant errors or plagiarism, the archive would be allowed to keep a copy. The archive might need to restrict access, but could still make it available to researchers who need to take account of the historical role of the retracted article as part of the record of scholarly discovery.

Such remedies for the “disappearing-act” problem might be part of a broader articulation of “safe-harbor” principles about intellectual property rights that could form the basis of digital archiving agreements among interested parties. In building JSTOR and ARTstor as archival resources, the Mellon Foundation has found that content owners are much more comfortable with agreements that limit uses of intellectual property to not-for-profit educational purposes than they are with agreements that leave open the possibility of creating competing commercial profit-making access to the property. Lawrence Lessig (2001, 249–261) has also argued for the utility of the distinction between not-for-profit educational uses and other kinds of uses of intellectual property. Because educational use is certainly consistent with the Constitutional mandate for intellectual property law in the United States to promote “the Progress of Science and useful Arts,” perhaps it is time to build a safe-harbor framework for digital archiving on just such a distinction.

Access Rights and Restrictions in a Sustainable Business Model
The third and final feature that I would highlight in this discussion is the need for an adequate and sustainable business model based on access rights and restrictions. To create community-based archives organized as
clubs of publishers and consumers, key questions still need immediate and imaginative attention: What access rights and privileges would archives have to have in order to induce libraries and other consumers to support the archives? How should third-party archives separate their market from that of publishers in order to motivate publishers to participate and contribute content? What is the right balance of exclusive benefits and restrictions that would create an economy for digital archiving—a set of services for which publishers and consumers are willing to pay to sustain the archives and preserve the scholarly and cultural record?

Over and over again in conversations with publishers, scholars, librarians, and academic administrators, we have found that one special privilege that would likely induce investment in digital archiving would be for the archive to bundle specific and limited forms of access services with its larger and primary responsibility for preservation (see Honey 2005). Although there is disagreement over the types of access services that would be desirable and permissible, the key phrase here is “specific and limited.” User access in some form is needed in any case for an archive to certify that its content is viable, but “broad availability,” to use the phrase that I quoted earlier from the proposed mission statement of prospective digital archives, goes too far. Indeed, extended and complicated forms of access not only add to the costs of archiving, they also make publishers very nervous that the archives will in effect compete for their core business. We desperately need models of archival access that serve the public good; we do not need models that, in effect, set up archives as competitors to publishers, because publishers will find it very difficult to support them.

Secondary, noncompeting uses might include aggregating for not-for-profit educational use a broad range of journals in the archive—a number of publications larger than any single publisher could amass—for data mining and reflecting the search results to individual publishers’ sites. Another kind of limited, secondary use might be based on direct user access to the content, again for not-for-profit educational use, with “moving walls” of the kind pioneered in JSTOR. Still other possibilities exist for even further development. Files aggregated across publishers in the archives could provide abstract and indexing publishers with a single source of texts, both saving them from going to each and every publisher for the texts to index and enabling them to use computational linguistic
and other modern techniques to improve their products. Source files might also be “born archival” at the publisher and deposited in the archive, from which they might then serve as the masters for the derivative published files that the publisher creates for its different markets. These latter two possibilities are not likely to emerge immediately, mainly because they would require intense negotiation among the interested parties, but they are suggestive of how a thoughtful, entrepreneurial, community-based approach to archiving might add incremental improvements that would actually lead to more dramatic transformations of the system of scholarly communications.

Much work still needs to be done to sort out what the right access models might be so that they attract the necessary ongoing flow of revenue to sustain the archives. But just as “broad availability” may be going too far on one side, care needs to be taken on the other side in defining the conditions or “triggers” under which access might be provided to so-called dark or restricted archives. Finding the right balance is essential to moving forward in this complicated arena.

Conclusion

In a recent work titled *The Ethics of Memory*, Avishai Margalit (2002, 54) observes that “shared memory in a modern society travels from person to person through institutions, such as archives, and through communal mnemonic devices, such as monuments and street signs.” He might have added schools and universities to his list of institutions, and footnotes to his list of mnemonic devices. The task of sustaining these institutions and devices for memory is not an easy one, and is a burden that falls on us all collectively. “We are,” Margalit writes, “collectively responsible to see to it that someone looks after the ill. But we are not obligated as individuals to do it ourselves, as long as there are enough people who will do it” (p. 58; see also Appiah 2003). In other words, a division of labor is needed for preserving the knowledge commons that is analogous to the complex division of labor that secures health care for the sick. None of us alone is responsible for that support, but we do, in concert with others, have a responsibility to make sure that incentives are in place so that at least some preserve the commons on which future scholarship and education so clearly depend. This chapter has tried to suggest how we might together construct those necessary incentives.
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Building New Knowledge Commons
Creating an Intellectual Commons through Open Access

Peter Suber

What Is Open Access?

Open access (OA) is free online access. OA literature is not only free of charge to everyone with an Internet connection, but free of most copyright and licensing restrictions. OA literature is barrier-free literature produced by removing the price barriers and permission barriers that block access and limit usage of most conventionally published literature, whether in print or online.¹

The physical prerequisites for OA are that a work be digital and reside on an Internet server. The legal prerequisite for OA is that a work be free of copyright and licensing restrictions (statutory and contractual restrictions) that would bar OA. There are two ways to eliminate these restrictions: put the work in the public domain or obtain the copyright holder’s consent for all legitimate scholarly uses, such as reading, downloading, copying, sharing, storing, printing, searching, linking, and crawling. Consenting to these uses means waiving some rights granted by copyright law. But this is compatible with retaining other rights, such as the right to block the distribution of mangled or misattributed copies. Some OA authors also retain the right to block commercial reuse.²

Obviously there is some flexibility about which rights to waive and which to retain, and even some mild intramural dispute about which rights must be waived in order to create open access. The Budapest Open Access Initiative, which made “open access” the term of art for this kind of literature (February 2002), put it this way:³

There are many degrees and kinds of wider and easier access to this literature. By “open access” to this literature, we mean its free availability on the public internet, permitting any users to read, download, copy, distribute, print, search, or link to the full texts of these articles, crawl them for indexing, pass them as
data to software, or use them for any other lawful purpose, without financial, legal, or technical barriers other than those inseparable from gaining access to the internet itself. The only constraint on reproduction and distribution, and the only role for copyright in this domain, should be to give authors control over the integrity of their work and the right to be properly acknowledged and cited.

The economic prerequisite for OA is to find the means to pay for the physical and legal prerequisites. If the work is not yet digital, then one cost is digitization. If the work is digital but not yet online, then another cost is putting it online. Sometimes this is the high cost of lobbying the recalcitrant, not the negligible cost of FTP’ing a file to a web server or moving a file from a closed online directory to an open one. Permission is sometimes the least expensive part of an OA project, and sometimes the most expensive. In any case, permission is only necessary, not sufficient, to create OA.

If the OA literature is to be peer reviewed, then the cost of peer review must be added to the tab. If the OA literature is to be enhanced in other ways, for example through copyediting, reference linking, or alert services, then their costs must be added as well. Most OA resources have limited funds and focus on essentials in order to keep their costs down. Different OA journals draw the line between essentials and inessentials at different places, based in part on their funding and in part on cultural differences among disciplines. (For example, science journals use copyediting because so many submissions come from nonnative speakers of the language, which is seldom a factor for humanities journals.) All agree, however, that peer review is essential for scientific and scholarly journal literature.

In short, OA literature is free of charge for readers and users, but not for producers. The producers require revenue or subsidies. OA owes its origin and part of its deep appeal to the fact that publishing to the Internet permits both wider dissemination and lower costs than any previous form of publishing. This revolutionary conjunction is too good to pass up. But even low costs must be recovered if OA is to be sustainable.

There are two major ways of delivering open access, and they differ in their costs and funding models:

1. **OA archives or repositories** do not perform peer review, but simply make their contents freely available to users around the world. They may contain unrefereed preprints, refereed postprints, or both. Archives may contain the research output of institutions, such as universities and laboratories, or disciplines, such as physics and economics. When archives
comply with the metadata harvesting protocol of the Open Archives Initiative, then they are interoperable and users can find their contents without knowing which archives exist, where they are located, or what they contain. There are a dozen open-source software packages for building and maintaining OAI-compliant archives. The costs of an archive are negligible: some server space and a fraction of the time of a technician.

2. OA journals perform peer review and then make the approved contents freely available to the world. Their expenses consist of peer review, manuscript preparation, and server space. Of these, peer review is the most significant. But peer review is essentially editorial judgment and paper handling (or file handling). In most journals and most fields, the editors and referees who exercise editorial judgment donate their services, just like the authors. The cost of peer review, then, is limited to the costs of distributing the files to reviewers, tracking progress, nagging dawdlers, facilitating communication, and collecting data. But the costs of these essentially clerical chores are steadily decreasing as they are taken over by increasingly sophisticated software, including open-source software.

If journals are to be OA, then they cannot cover their expenses by charging readers or their libraries. About half of them charge a processing fee on every accepted article to be paid by the author or the author’s employer, research funder, or government. If the processing fee for an article covers all the costs of vetting and publishing it, then the journal can provide free online access to the resulting full-text article without losing money. Most OA journals waive the fee in cases of economic hardship.

The up-front funding model charges the author’s sponsor for outgoing papers, not the reader’s sponsor for incoming papers. It charges for dissemination, not access. In this respect it resembles the funding model for broadcast television and radio. If advertisers can pay all the costs of production, then a TV studio can broadcast a show without charging viewers. In the case of TV and radio, the model works because advertisers are willing to pay to get their message across. In the case of scholarly research articles, the model works because authors are willing to relinquish royalties to get their message across and a growing number of institutions that employ researchers or fund research are willing to consider the cost of dissemination to be part of the cost of research.

We can be confident that the funding model is sustainable because it works in an industry—broadcasting—where there are far greater
expenses and no tradition of creators relinquishing revenue from their work. An even more secure ground for confidence is that the true costs of peer review, manuscript preparation, and OA dissemination are much lower than the price now paid for access to published journals.

But the up-front funding model is not the only one for OA journals. It works best in fields like biomedicine where most research is funded and where the major funders are already on the record as willing to pay these fees.8 But in less prosperous fields, including the humanities, other models will be needed. One attractive model is for university libraries to publish OA journals. The Philosophers’ Imprint, for example, is a peer-reviewed journal published by the University of Michigan.9 Its motto is, “Edited by philosophers, published by librarians.” Because the philosophers and librarians are already on the university payroll, the journal need not charge processing fees. The point is that there is not just one way to cover the expenses of a peer-reviewed OA journal, and we have a long way to go before we can say that we have exhausted our cleverness and imagination.

Royalty-Free and Royalty-Producing Content

There is already OA to some music and movies, novels and news, sitcoms and software. One day there may be much more. But these genres of content all earn royalties for their creators, which makes it very difficult to get the needed permissions for OA. Either OA will deprive the content owners of revenue or they fear it will. There is some evidence that OA need not interfere with revenue in these ways, and in some circumstances can even enhance it. But these are reasons for copyright holders to reconsider, not reasons to disregard their decisions. So far, most of them decide against OA.10

The focus of the OA movement is on a special category of content that does not earn royalties for its creators: peer-reviewed research articles and their preprints. Ever since the first scientific journals were founded in 1665 in London and Paris, journals have not paid authors for articles.11

What incentive do authors have to publish without payment? If there were royalty-paying journals, then authors would very likely steer their work toward them. So part of the answer is that royalty-free journals are the only game in town.12 But if that were the whole story, then over time many journals would have begun to pay authors, in order to attract
the best submissions, especially today when the profits of commercial journal publishers approach 40 percent. Moreover, if the absence of alternatives were the whole story, authors might forgo royalties with resignation and write journal articles as a job obligation, like committee meetings. But this is not what we see when we look.

The more important part of the answer, then, is that authors want their work to be noticed, read, taken up, built upon, applied, used, and cited. They also want the journal’s time stamp in order to establish priority over other scientists working on the same problem. If they work at a university, this way of advancing knowledge will also advance their careers. These intangible rewards (made nearly tangible in tenure and promotion) compensate scholars for relinquishing royalties on their journal articles. It explains why they are not merely willing, but eager, to submit their articles to journals that do not pay for them, and even to journals with the temerity to ask for ownership or copyright as well.

We could say that royalty-free literature is donated literature. Authors of journal articles donate them to journals. If this term is simpler and more direct, we can use it, provided we understand that relinquishing income from journal articles is not the same as relinquishing intellectual property rights. Authors of journal articles typically do both, but with the new generation of OA journals, authors tend to retain copyright, or at least key rights, while continuing to relinquish income.

Author donation is closely connected to academic freedom. Scholars can afford to donate their journal articles because they are paid salaries by universities. Their salaries free them from the market, so they can write journal articles without considering what would “sell” or what would appeal to the widest audience. This frees them to be controversial, or to defend unpopular ideas, a key component of academic freedom. It also frees them to be microspecialized, or to defend ideas of interest to only a few people in the world. The same insulation frees some scholars to be obscure, and it frees others, who did not quite get the point, to be faddish and market-driven. But because the same insulation from the market makes two important freedoms possible—open access and academic freedom—we have good reason to resist any development that would remove this insulation and make scholars’ income—through salaries or royalties—depend on the popularity of their ideas.13

The fact that scholarly journal articles are royalty-free means that scholars can consent to OA without fear of losing revenue. That is important, and decisively distinguishes them from musicians and movie
makers. The readiness of scholars to relinquish royalties is an important part of the economic basis of OA. Their resulting willingness to consent to OA is the crux of the legal basis of OA.

The royalty-free character of journal articles also means that scholars do not need the temporary monopoly of copyright in order to give them an incentive to write or to stimulate their productivity, a role for copyright often claimed for authors of royalty-producing genres. Scholars have royalty-independent incentives for writing journal articles, and hence do not lose their incentives when they waive or transfer most of the rights that accrue to them under copyright law.¹⁴

The royalty-free nature of journal articles also explains why scholars would not be hurt if copyright law were dramatically reformed to restore balance between copyright holders and users. Or, to see this from the other end of the stick, publishers who pretend to speak for authors in defending the current imbalance in copyright law speak for authors of royalty-producing literature. Authors of royalty-free literature have very different interests.

Scholars have an interest in disseminating their work to all who can make use of it. They want the widest possible audience. That is the best way to be noticed, read, used, and cited. For royalty-free literature, enlarging the sphere of fair use serves the author’s interests; for royalty-producing literature, it invades the author’s interests. Having relinquished royalties, authors of royalty-free literature have no need to protect a revenue stream, so they have everything to gain by consenting to OA and nothing to lose.¹⁵

In short, authors of scholarly journal articles write for impact, not for money. An even stronger way to put this point is that conventional journals that limit access to paying customers harm the interests of scholarly authors and are only attractive when they offer some compensation in prestige. Prestige often wins the day for scholars pursuing tenure or promotion. But when OA journals have been around long enough to earn prestige in proportion to their quality, this last attraction of conventional journals will disappear.¹⁶

Royalty-free literature is rare. It is so rare that we should pause for a moment to appreciate just how anomalous or peculiar it is in our landscape of intellectual property. Most content is priced for users. Even most content that is free for users—like broadcast TV—produces royalties for its creators. To be royalty-free, the creators must relinquish any demand for payment, even if they do not relinquish intellectual property rights. If we describe this category for intelligent people without first providing...
an example, we should not be surprised if they think the category is empty, or filled only with ephemera that lack market value. But the category includes the primary literature of science—peer-reviewed research articles and their preprints—the primary texts of public law, such as statutes and judicial opinions. Despite their importance, however, these are professional bodies of literature barely known to people outside the professions, and their rarity causes ignorance and misunderstanding about their status. With the exception of gray literature like school homework assignments and interoffice memos, most people never encounter royalty-free literature.

In most countries, statutes and judicial opinions, like other government works, are in the public domain from birth, or are not copyrightable. This makes copyrightable royalty-free literature even rarer than royalty-free literature as such. At the same time, it makes clear that scientific and scholarly research articles are easily the most significant examples of the type.

The rarity of royalty-free literature causes a couple of problems for those trying to create an intellectual commons through OA. One is that copyright rules are written to protect authors and publishers of royalty-producing genres and to protect users with fair-use claims on royalty-producing genres. Even the law of the public domain is focused on the expiration of rights to royalty-producing genres. Legislators and lobbyists alike tend to be heedless of the need to treat royalty-free literature separately. The result is that when royalty-free literature is copyrighted, it is regulated as if it were royalty-producing, laying needlessly onerous duties on users to seek permission for anything beyond fair use. If royalty-free literature were the subject of separate, thoughtful legislative attention, it is likely that the rules of fair use, first sale, and copyright-term duration, would all differ from the standard rules for royalty-producing genres. In this sense, royalty-free literature is collateral damage in a war over royalties and the limits on royalties.

Another problem is that the rarity of royalty-free literature increases the difficulty of changing policy, enlisting support, and disarming objections. In my experience, most nonacademics—including policymakers—do not realize that scholarly journals publish articles without buying them or paying the authors. So until corrected, most nonacademics are not inclined to support OA, thinking it calls on authors to make a sacrifice or that it depends on abolishing or violating copyright. When they are told that journal articles are royalty-free, some see the logic of OA immediately but just as many doubt that one is telling the truth.
Not all academic research literature is royalty-free. Scholars write journal articles, which are royalty-free, but also books, which are royalty-producing. They also write software, which is sometimes one and sometimes the other. OA may enlarge the audience and increase the impact for all three kinds of content, but in the case of journals there is no offsetting loss of revenue and in the case of books and software there is or may be. So the very same researcher may consent to OA for articles but not for books. The important distinction, then, for setting priorities in promoting OA, is whether the content is royalty-free or royalty-producing, not whether it is scholarly or nonscholarly.

In the worldwide effort to create an intellectual commons through OA, we can distinguish three phases, in increasing order of difficulty:\textsuperscript{20}

\textit{Phase 1} Provide OA to royalty-free literature and to all other content for which there is already permission. This includes public-domain content and content for which the copyright holder already consents to OA or would consent after a little education. This is the low-hanging fruit of OA. At least the legal hurdles have been cleared. There may still be technical and financial hurdles, such as digitizing print content and investing in robust delivery vehicles.

\textit{Phase 2} Provide OA to royalty-producing literature and to content for which copyright holders are not yet consenting to OA. Since OA to copyrighted content must be consensual, this will require persuasion. Copyright holders have a right to try to earn money from their content, and they have at least some grounds for believing that OA conflicts with any plan to earn money from their content. Hence, persuasion will often fail, which explains why this is higher-hanging fruit. I will say more later about the kinds of arguments that might persuade royalty-earning authors to provide OA to their work.\textsuperscript{21}

\textit{Phase 3} Enlarge and protect the public domain by rolling back copyright-term extensions and ensuring that federal copyright law preempts state contract or licensing law. Make permission-seeking less often necessary by establishing the first-sale doctrine for digital content and restoring fair-use rights denied by copy-protection technologies. If Phase 2 persuades copyright holders to reevaluate their interests, then Phase 3 persuades legislators to revise copyright law. Successes at Phases 1 and 2 would make Phase 3 largely unnecessary, and vice versa. Phase 3 is higher-hanging fruit because revising copyright law in the right ways is very difficult and unlikely. As a remedy it is slow, incom-
plete, and uncertain. We cannot count on it and fortunately need not wait for it.

Open-Access Research Literature as an Intellectual Commons

Some kinds of commons depend essentially on the public domain. As we have seen, this is not true for OA research literature. The public domain is only one way to remove the permission barriers that would bar OA. Copyright-holder consent\textsuperscript{22} is just as effective and more frequent in practice. When we take this path, then the OA commons is not only compatible with copyright, but depends essentially on decisions made by copyright holders.

Let’s focus for a moment on OA created by copyright-holder consent, when the copyright holder retains at least some rights, such as the right to act against plagiarists or to block the distribution of misattributed copies. This kind of OA literature is still owned, and its owner reserves an important right. It is nevertheless a true intellectual commons because the copyright holder has removed enough permission barriers to create freedom for all the uses that matter for legitimate scholarship. For those uses, no further permission is needed.

Two Legal Foundations for Open Access

<table>
<thead>
<tr>
<th>Public domain</th>
<th>Copyright-holder consent</th>
</tr>
</thead>
<tbody>
<tr>
<td>No owner</td>
<td>Owner</td>
</tr>
<tr>
<td>No rights retained</td>
<td>Some rights retained</td>
</tr>
<tr>
<td>All rights either expired or waived</td>
<td>Some rights waived (permitting the uses needed for free and legitimate scholarship)</td>
</tr>
<tr>
<td>Not always voluntary (copyright expiration may be resisted; uncopyrightability may be resisted)</td>
<td>Always voluntary, though sometimes required in exchange for a job or research grant</td>
</tr>
<tr>
<td>No permission needed for scholarly uses</td>
<td>Permission already granted for scholarly uses</td>
</tr>
</tbody>
</table>

In June 2003, Martin Sabo (D-MN) introduced the Public Access to Science Act (HR 2613) in the U.S. House of Representatives. Its purpose
was to take a large step toward providing OA to government-funded research, which constitutes most natural-science research in the United States. Its strategy was to deny copyright to all the results of government-funded research, and treat it like in-house government research. The bill was controversial and not even widely supported by friends of OA. One of the main reasons is that it chose to base OA on the public domain rather than on copyright-holder consent, needlessly alienating friends of copyright.23

But whether the legal foundation for OA lies in the public domain or copyright-holder consent, OA research literature is a commons precisely because it makes permission unnecessary for scholarly uses.

The OA research commons is enhanced by the fact that it is nonrivalrous (or nonsubtractive). It is not diminished or depleted by use, so that any number may use it without preempting or interfering with one another. This prevents the classical form of a tragedy of the commons in which opening a common resource for use by all diminishes it for all.24

Note, however, that the OA commons is nonrivalrous because it is digital, not because it is OA. Even proprietary digital information with price and permission barriers firmly in place is nonrivalrous. Users do not have unpaid access to it, but paying users do not diminish it by their use, no matter how many there are.

Certain Categories of Intellectual Property in Relation to OA

<table>
<thead>
<tr>
<th>Rivalrous</th>
<th>Nonrivalrous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Royalty-free</td>
<td>Not OA because rivalrous, hence nondigital</td>
</tr>
<tr>
<td>Royalty-producing</td>
<td>Not OA because (1) rivalrous, nondigital, and (2) lacking copyright-holder consent</td>
</tr>
</tbody>
</table>

The Same, with Examples

<table>
<thead>
<tr>
<th>Rivalrous</th>
<th>Nonrivalrous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Royalty-free</td>
<td>Research articles in print</td>
</tr>
<tr>
<td>Royalty-producing</td>
<td>Music on copy-protected CDs</td>
</tr>
</tbody>
</table>
OA is not about research literature in general, because some research literature is rivalrous (print journals) and some of it is royalty-producing (books). And it is not about nonrivalrous content in general, because some nonrivalrous content is royalty-producing (digital music and movies) and most of the royalty-producing portion does not carry the copyright holder’s consent for OA.

OA is about the much narrower category of content that is both non-rivalrous and royalty-free. When I stand back, I do not know what is more remarkable, that this narrow category is nonempty (and contains important literature) or that we have not long since succeeded in providing OA to the important literature in this category.

While the category to which OA applies seems very narrow, it can easily be generalized to the wider category of nonrivalrous content for which copyright holders can be persuaded to provide OA, either because there is no money at stake (royalty-free content), because they believe that the benefits of OA outweigh the money at stake, or because they believe that OA will actually increase net sales.25

We know that nonrivalrousness does not suffice to make a commons because this property is possessed even by priced, copyrighted, and copy-protected digital content, the exemplar of digital enclosure.

Strictly speaking, the property of being royalty-free does not suffice either; it merely increases the chances that the copyright holder will consent to OA. But it is a fair surrogate for copyright-holder consent, since creators of royalty-free property create it voluntarily, knowing they will not be paid for it. If they want it to reach an audience, then OA will give them an unusually wide audience at unusually low cost, without any loss of revenue. These conditions readily bring scholar consent.26

Copyright-holder consent suffices to make a commons, but it does not suffice to make an OA commons. This is simply because copyright-holder consent is just the legal precondition of OA, not OA itself. Works must be digitized and put online to be OA, and copyright-holder consent (or public-domain status) does not, unfortunately, suffice for that. Otherwise all public-domain books, for example, would already be OA.

Does the removal of permission barriers suffice to make a commons? If we say that it does, then it follows that there could be a commons even in print literature—for example, public-domain print literature and literature carrying the copyright holder’s consent for free use. I see no problem saying this provided we distinguish the use of print literature, no matter how free, from OA, which takes advantage of the digital
character and worldwide reach of the Internet. In this sense, OA was physically impossible in the age of print, but a textual commons in print was not. Indeed, Ben Franklin surely believed that his idea of a free lending library was the idea of an intellectual commons, even if it was based on the first-sale doctrine and fair-use rights rather than copyright-holder consent.27

By definition, OA literature excludes no one, or at least no one with an Internet connection. By contrast, non-OA electronic journals try very hard to exclude nonsubscribers from reading the articles, even if nonsubscribers are welcome to browse the table of contents, abstracts, and other features. This exclusion costs the excluder money. One cost is digital-rights management or DRM, the software lock that opens for authorized users and blocks access to the unauthorized. A second cost is writing and enforcing the licensing agreement that binds subscribers. A third is subscription management: keeping track of who is authorized, and performing associated tasks such as soliciting, collecting, and renewing subscribers, and maintaining their current addresses or authentication data.

One reason why OA literature is less expensive to produce than conventional literature is that it dispenses with print and publishes directly to the Internet, usually from author submissions that are already in electronic form. But a second reason why OA literature is cheaper to produce is that it dispenses with DRM and subscription management—the whole infrastructure of payment and exclusion. The very feature, therefore, that makes OA literature a useful public good—its openness, or its freedom from price and permission barriers—is one reason why it is economically feasible. Public interest and business efficiency both support the OA commons, appealing to both altruists and bean counters.

It is often said that no one has an incentive to maintain or improve common property, or a commons, which can lead to its deterioration. This is not true of OA literature. One reason, surely, is that most OA literature is not in the public domain and still has owners. On the other hand, the original proposition falsely assumes that the only reason to maintain property is to protect a revenue stream or some other private interest like the right of exclusion. We know this is false because it cannot explain our strong incentives for protecting public goods like air and water. Like air and water, OA literature is valuable even if it generates no revenue stream. It is very likely that this value would be protected even if the literature were not privately owned.
A good example is the way OA journal publishers take steps to ensure the long-term preservation of their articles. Both BioMed Central and the Public Library of Science deposit every one of their published articles in an OA archive beyond their control, so that the articles will not only survive, but remain OA, in case the original publisher fails, is bought out, or changes its access policies.\textsuperscript{28}

OA literature removes all price barriers. It removes enough permission barriers to support all the uses customary in legitimate scholarship (essentially every use except plagiarism and misrepresentation). It removes enough access barriers to deserve to be called an intellectual commons. However, it does not remove all access barriers.

Even after we have removed price and permission barriers, there will be four kinds of barriers left to overcome before we reach truly universal access.\textsuperscript{29}

1. **Handicap access barriers.** Most websites are not yet as accessible to handicapped users as they could be.

2. **Language barriers.** Most online literature is in English, or just one language, and machine translation is very weak.

3. **Filtering and censorship barriers.** More and more schools, employers, and governments want to limit what you can see.

4. **Connectivity barriers.** The digital divide keeps billions of people, including millions of serious scholars, offline.

**Tragedies of the OA Commons**

In the OA commons, free use is preauthorized. It is an enhanced or tragedy-proof commons because it is nonrivalrous. The nonrivalrous character of OA literature insulates it from classical forms of the tragedy of commons, and explains why it is fundamentally unlike grazing land, Atlantic salmon, or Pennsylvania coal. But it is not proof against other tragedies. It is vulnerable, or at least apparently vulnerable, to several kinds of vicious circles.

Let's distinguish tragic depletions from what could be called tragic stalemates. A tragic depletion is the classic tragedy of the commons. The village green is overgrazed and depleted by unrestrained use. A tragic stalemate occurs when many separate individuals or organizations want to make the same decision but none wants to go first. Or, all want to
follow a common plan or realize a common good, but none wants to take steps toward it before the others.

The result is not the destruction of a common good, but a paralysis that prevents otherwise motivated players from creating a common good. In a classic tragedy of depletion, individual users have an incentive to deplete, even to deplete what they agree is useful. In a tragic stalemate, individuals have an incentive to wait or delay, even to delay creating what they agree is useful. The first perversely kills what is already valuable, and the second perversely prevents something valuable from coming into being.

For example, all the merchants in a town might want a day of rest (say, on Sunday), but the first to close on Sundays will lose customers to those who do not. Before the Social Security Act was passed, many states wanted to raise taxes to provide a relief fund for the poor, but none wanted to go first, fearing that they would drive businesses out of state and attract indigents who would overburden the fund. These are cases in which early adopters fear that they will be exploited by freeloading late adopters or invite burdens that late adopters will be spared because of their lateness.

Here is a simple example. One study has shown that different players in the academy want open access, but administrators expect librarians to take the lead and librarians expect administrators to take the lead. Perhaps that kind of stalemate can be broken by more effective communication. But here is a more complex example that cannot. If OA spreads, then it will provide mainstream or nonacademic search engines like Google and Yahoo with a larger and more useful body of content to index. As soon as they index it, they can expect to see more traffic and sell more advertising. For these reasons, it is in their interest to encourage OA and even help pay for it. There is growing evidence that they see it just this way—but none of them wants to go first. As soon as one of them pays to convert a fee-based resource to OA, then their rivals will index it at the same time. The late adopters will freeload on the early adopters and deprive them of the competitive advantage that alone might justify the investment.

Stalemates or vicious circles are sometimes cited as objections to OA, but they are really just obstacles. They do not show that OA is undesirable or unattainable, merely that something desirable is more difficult to attain than we might first have thought.

Here are three vicious circles or stalemates that affect progress toward the OA commons in research literature. (I am putting each of these in
the strongest terms I can, which often overstate the case; I sketch the solutions or escape routes further below.)

1. If all or most journals were OA, then universities would save money. They would only have to pay for outgoing articles by their own faculty, not for incoming articles by faculty elsewhere. But paying for outgoing articles is a new expense. Overall, the OA system may cost less than the present subscription-based system, but universities may not have the money for the new system until the old system has withered away. In short, universities cannot afford OA for their outgoing articles until they have canceled enough conventional journals; but they cannot cancel enough conventional journals until OA spreads.

During an indefinite transition period, universities or other research sponsors will have to pay for both kinds of journals. This transition cost might deter or delay the emergence of a publishing model that is not only superior for all the purposes of scholarship, but also less expensive. Here the stalemate is not universities waiting for one another, but universities waiting for OA to bring them the savings that will enable them to pay for OA.

2. If some universities invest in the superior alternative and pay for outgoing articles, other universities can enjoy OA to those articles without reciprocating. Late adopters of OA can freeload on early adopters. Universities might think: “We won’t make this investment, benefiting others, until enough others make it, benefiting us.” Universities thinking this way end up waiting for one another, paralyzing them all.

3. Journals compete for excellent articles, and journal prestige is one of the major incentives attracting author submissions. But OA journals are generally new. Even if excellent from birth, they have not had time to acquire the prestige or impact factors of older journals, even inferior older journals. In short, new journals need prestige in order to attract excellent submissions, and need excellent submissions in order to generate prestige.

These three circles are not as vicious as they appear. Here is how to escape them.

1’. First, universities will not pay all or perhaps even most of the processing fees charged by OA journals. Many will be paid by foundations funding the research. Second, most OA journals do not charge processing fees at all. Third, many universities are not waiting for the success of OA in order to cancel expensive subscriptions. In 2004 and 2005, for example, major cancellations have taken place at major universities
(Harvard, Cornell, Duke, the University of California). Fourth, universities can provide OA through archiving in digital repositories, at very little cost, long before they decide whether to provide OA through processing fees for OA journals. Finally, the transition to OA may be more expensive than a steady-state future in which OA journals predominate, but that does not mean it will be unaffordable. Universities, like other institutions, often invest money now to save money later.

2’. Freeloading late adopters enjoy OA to the literature produced by the early adopters. But early adopters are compensated for their early adoption even if others do not reciprocate. They have purchased OA to the research output of their faculty, increasing the visibility and impact of the work, the authors, and the institution. Universities would not have “publish or perish” policies if they had not already decided that this kind of visibility and impact was in their interest.

Moreover, late adopters are punished for their late adoption. They are missing a chance to provide heightened visibility and impact to their own research output, and they are slowing the general transition to OA, prolonging the time during which they must still pay for subscriptions.

If the freeloading late adopters are institutions that produce virtually no research literature, then they are not delaying the transition to OA and harm no one.34

By speaking about “freeloaders” (or “free riders”) I do not want to give the impression that making free use of OA literature is freeloading in any objectionable sense. This free use is exactly what the OA providers intend and desire, just as the producers of broadcast TV welcome “freeloading” by viewers. Freeloading in the objectionable sense only occurs when someone enjoys free use who should be paying for it instead, or when free use depletes the public good. OA providers (journals and archives) only provide OA when they have some way of paying their expenses. Hence, users who enjoy the free access are not evading some obligation to pay. On the contrary, they are seizing an opportunity deliberately created by the author and helping the author's work to become known. And because OA literature is nonrivalrous, use does not deplete it.

3’. First, journal prestige is only one incentive for authors to submit their work. Circulation and impact are other incentives. OA journals have a wider circulation than any conventional journals, even the most prestigious and least expensive. Steve Lawrence was the first in a continuing series of scholars to produce evidence that by increasing audi-
ence or circulation, OA increases citation impact. Second, OA journals can become as prestigious as any conventional journals, even if this takes time. Some jumpstart this process by recruiting eminent editors and members of the editorial board. Finally, of course, we can bypass this problem entirely by converting a prestigious conventional journal to OA rather than launching a new OA journal and working to make it prestigious.

These methods of breaking the vicious circles probably suffice. But whether they suffice or not, we should take note of an additional method. One solution to any tragic stalemate is an external force nudging all the stalled and stymied actors into action at the same time. For example, if all the merchants in a town really do want a day of rest, and are prevented only by the tragic stalemate, then they would support legislation to impose a day of rest on everyone. Not only does this break the stalemate, but it wins the consent and support of all the parties “coerced” by the statute. Likewise, the stalemate in which the U.S. states feared to be the first to create a relief fund for the poor was one reason cited by Justice Cardozo for upholding the constitutionality of the Social Security Act, which compelled them all to act at once within a larger federal plan.

There are several external forces that can nudge scholars into adopting the system they would prefer. One is for funding agencies to put an OA condition on their research grants, requiring grantees to provide OA to the results of their funded research, either through OA journals or OA archives. Another is for governments to require OA to all the results of taxpayer-funded research. A third is for universities to require their faculty to deposit their research output in the institution’s OA repository. In 2004, Alma Swan and Sheridan Brown found that 71 percent of authors would comply with an OA mandate from their funder or employer, and in 2005 they found that the figure had grown to 81 percent.

There are two ways to reconcile these strategies with the bedrock principle that OA to copyrighted works must be consensual. First, as with sabbatarian legislation, if we can show that all the parties to be bound by the requirement are consenting, then the requirement is consensual in the relevant sense. Second, research grants and university positions already carry many conditions that we enforce against grantees and employees on a contract or consent theory: by agreeing to take the grant or the job, they agree to be bound by its conditions. An OA condition
would be no different. I prefer the second method to the first, because it is less susceptible to self-deception by the policymaker, although there is no need to choose.

Finally, note that OA literature not only resists the classical tragedy of depletion, because it is digital and nonrivalrous, but it also resists enclosure. Copyright holders who authorize OA by waiving certain rights could always deauthorize OA by reasserting those rights later if they wished, although I do not know of a single case in which this has happened. The author’s decision to reassert her rights might be completely effective in law, if the legal status of the literature is ever tested in court. But the author has to reckon on the gap between law and compliance. At the time she decides to revoke her consent to OA, the OA edition of her work is online and contains some label or licensing language explaining that the copyright holder has consented to OA. Since OA literature may be copied and redistributed freely, chances are good that there are copies around the web, many of them unknown to the author. If the author revokes her consent to OA, and removes the copies she knows about, chances are good that she will not have removed them all.

This makes the revocation of consent partially ineffective. But above all, it gives an author a reason not even to try revocation. OA makes the enclosure of previously unenclosed content largely futile and, just as important, makes it appear largely futile. In this way, OA protects itself and intrinsically resists or deters enclosure.

The Primacy of Authors in Achieving an OA Commons

Of all the groups that want open access to scientific and scholarly research literature, only authors are in a position to deliver it. There are three reasons why:

• Authors decide whether to submit their work to OA journals.
• Authors decide whether to deposit their work in OA archives.
• Authors decide whether to transfer copyright.

So even though readers, libraries, universities, foundations, and governments want OA for their own reasons, most of what they can do to promote OA takes the form of guiding, helping, or nudging authors. In this sense, authors have primacy in the campaign for OA, and the single largest obstacle to OA is author inertia or omission.
Once we recognize this, we will focus on four author-centric strategies for achieving OA:
1. Educate authors about OA
2. Help authors provide OA to their work
3. Remove disincentives for authors to provide OA to their work
4. Create incentives for authors to provide OA to their work

Let’s consider these in order.

**Educate Authors about OA**

Author inertia or omission is not a sign of opposition. Usually it is a sign of ignorance or inattention. Most scientists and scholars are too preoccupied with their research to know what open access is—even today, after years of rising public recognition. This inattention harms OA, science, and the authors themselves, but it is hard to criticize directly. Researchers are good at what they do because they are absorbed in their projects and have extraordinary talents for focusing on their work and shutting out distractions. Here we are facing a side effect of this strength, not a simple weakness.

A March 2004 study showed that 82 percent of senior researchers (4,000 in 97 countries) knew “nothing” or just “a little” about OA. Even if the numbers are better for junior faculty, we clearly have a long way to go just to educate the scientists and scholars themselves.

A February 2004 study, however, showed that when authors do learn about OA, they support it in overwhelming majorities. This gives us hope that getting authors’ attention will actually do some good—and in fact that the spread of the OA meme is unstoppable.

If you are a researcher, talk to your colleagues about OA. Talk to them on campus and at conferences. Talk to them in writing through the journals and newsletters that serve your field. Talk to your students, the authors of tomorrow.

If you have provided OA to your own work, talk to your colleagues about your experience. Firsthand testimonials from trusted colleagues are much more effective than policy arguments, even good policy arguments. They are also more effective with this audience than advice from librarians or university administrators, even good advice. The chief problem is getting the attention of busy colleagues and showing them that this matters for their research impact and career. Only researchers can do this for other researchers.
A surprising number of OA converts—I am one—did not go beyond understanding to enthusiasm until they provided OA to their own writings and saw for themselves the signs of rising impact. There is a discernible increase in e-mail from serious readers, inclusions in course syllabi, links from online indices, invitations to important conferences, and citations from other publications. When you experience this in your own case, it is anecdotal but compelling. When you hear it from a trusted colleague, it makes a difference.

If it is true that 5 to 10 percent of university faculty publish 80 percent of the articles, then a slight widening of the current circle of researchers who already use OA can reach a critical mass of authors.

Many scholars are not at all ignorant of OA, but say they are just too busy to take the steps to provide it for their own research articles. I am sympathetic, but not very sympathetic. Scholars who have time to do research and write it up do not begrudge this time, because this is work they love. But if they get this far, then they always find time for follow-up steps that they do not love, such as submitting the articles to journals and responding to referee comments. Finally, they always seem to have time to bring their published articles to the attention of department chairs, deans, promotion and tenure committees, and colleagues in the field. Scholars find the time for the unloved steps in this process because they see the connection between them and career building.

Providing OA to our work is career building. The benefits to others are significant, but dwelling on them might have drawn attention away from the strong self-interest that authors have in OA. Get the attention of your colleagues and make this point. OA enlarges our audience and increases our impact. Anyone who takes half an hour to e-mail an updated bibliography to the department chair or to snail-mail offprints to colleagues on other campuses should take five minutes to deposit a new article in an open-access archive or repository.

Help Authors Provide OA to Their Work

Even when scholars see the connection between OA and research impact, they have to set priorities. It is not surprising that they give new research priority over enhancing the dissemination of old research, or that they give work with near deadlines priority over work with no deadlines. Here is where concrete help comes in.

Librarians can help faculty members deposit their work in an open-access, OAI-compliant archive, such as the university’s OA repository. It
does not matter whether authors need help because they are too busy, because they are intimidated by metadata, or because their past work is voluminous or predigital. Librarians can help them digitize and deposit it. In most cases, student library workers can help in the same way.

Universities can help by providing the funds to pay librarians or student workers to provide this kind of help. They can help by paying the processing fees charged by OA journals when funding agencies will not do so. They can help by offering workshops on how authors can retain the rights they need to authorize OA. They can help by suggesting model language for authors to use in copyright transfer agreements.

Remove Disincentives for Authors to Provide OA to Their Work

When Franz Ingelfinger was the editor of the *New England Journal of Medicine*, he adopted a policy not to accept any article that had previously been published or publicized elsewhere. As the policy spread to other journals, it became known as the Ingelfinger Rule. It seems to be in decline nowadays, but is hard to tell because many journals do not say explicitly on their websites whether or not they follow the rule. The rule deters authors from depositing their preprints in OA archives, and so does uncertainty about where the rule still applies. Researchers who proudly disregard the risk that their work will offend church and state flee from the risk that preprint archiving will disqualify their work for later publication in a peer-reviewed journal.

The best way for journals to remove this disincentive is to abandon or modify the Ingelfinger Rule and to say so publicly. Journals only have to modify the rule enough to let authors take advantage of online preprint exchanges. They can still refuse to consider submissions that have been formally published elsewhere. The second best way for journals to remove this disincentive is to make their policies clear and explicit on their websites. This will let authors make informed decisions about the risks. Authors in fields where the rule is rare, or who have no plans to submit their work to journals where it is still in force, will then have the confidence to provide OA to their preprints.

Promotion and tenure committees (P&T committees) create a disincentive for submitting work to OA journals when they only reward work published in a certain set of high-impact journals. The problem is that most OA journals are new and do not yet have impact factors. When a committee makes impact factor a necessary condition for review, then it discriminates against new journals, even excellent new journals.
It discriminates not only against new journals trying out a new business and distribution model, but also against journals exploring a new research niche or methodology. The problem is not the committee’s attempt to weed out the second rate. The problem is doing it badly, with a crude criterion, so that the committee also rules out much that is first rate.

Administrators who understand this problem can set policy for their P&T committees. Faculty who understand this problem can volunteer to serve on the committee.

Foundations that fund research are often as blinkered as P&T committees, even if the same foundations try to support OA through other policies. If they tend to award grants only to applicants who have published in the usual small set of high-impact journals, then they deter authors from publishing in OA journals, even while they show support by offering to pay the processing fees charged by OA journals.

Create Incentives for Authors to Provide OA to Their Work
Universities can create an incentive by requiring OA to all the research articles that faculty would like the P&T committee to consider. Because this can be done through OA archives, it is compatible with publishing the same articles in conventional, subscription-based journals. The policy need not limit the freedom of authors to publish in any journal that will accept their work.53

Funding agencies, public and private, can create an incentive for authors by requiring OA to the results of the funded research.54 Authors would not oppose these steps. As noted,55 Swan and Brown found that an overwhelming majority of authors would willingly comply with an OA mandate from funders or employers.

Finally, we could provide a significant incentive for authors if we could make OA journals as prestigious as conventional journals of the same quality. Unfortunately, it is easier to control a journal’s actual excellence than its reputed excellence. One way to boost prestige is to recruit eminent scholars to serve on the editorial board, a method used effectively by PLoS Biology and BMC’s Journal of Biology.56 Another way is for eminent scholars who are beyond the reach of myopic P&T committees to submit new, excellent work to OA journals. This will help break the vicious circle by which new OA journals need excellent submissions to build prestige, and need prestige to attract excellent submissions.57
Contrasting Perspectives on the OA Commons

Anything as large and complicated as the OA commons will inspire analysis from different points of view.

One distinction apparent in the literature is between the standpoint of scholars and the standpoint of librarians. Scholars want OA because, as authors, they want to enlarge their audience and increase their impact, and as readers, they want free and ready access to the literature they need to keep up with their field. Librarians want OA because it will solve the serials pricing crisis, at least as far as OA extends, and it will solve a related “permission crisis” in which unbalanced copyright laws, non-negotiable licensing agreements, and software locks that often go beyond the terms of either one, prevent libraries and their patrons from making use of expensive electronic journals in the way that they could make use of print journals. Librarians and librarians can join forces and work toward the same end, but they rarely cite the same arguments as reasons for doing so.

Another distinction in the literature is between First- and Third-World advocacy. Researchers and governments in developing countries tend to be strong supporters of OA. It solves the problem of delivering access to institutions that have not been able to pay retail prices for it, and it solves the problem of making Third-World research available to the First World. By contrast, First-World analysis tends to focus on the inability of even affluent institutions to buy the access needed for contemporary research, and the need of publishing scholars to reach an audience larger than the audience of affluent subscribers. Again, First- and Third-World friends of OA can join forces and work toward the same end, but they often differ in their arguments.

A third distinction in the literature is between appeals to self-interest and appeals to the public interest. All the stakeholders—scholars, universities, libraries, learned societies, journals, publishers, foundations, and governments—have some interest in the emergence of OA, although this interest is easier to see for some stakeholders than for others. Some, like the learned societies, have just about as much interest favoring OA as opposing it. Some, like the commercial publishers, have more interest opposing OA than favoring it, but this fact often blinds us to the side of their interest favoring OA. Still, strong and honest arguments can be made to any stakeholder that it is in their interest to adopt OA or at least to experiment with it.
But a very different kind of advocacy focuses on normative arguments that disregard self-interest, much as appeals to duty disregard self-interest. Authors who relinquish royalties deserve to reach their audience without a profiteering intermediary standing in the way, collecting tolls. It is unfair to make taxpayers pay a second fee for access to taxpayer-funded research. Profit-seeking should not interfere with truth-seeking. Knowledge is not a commodity (just as facts are not copyrightable) and ought to be shared. Science ought to be controlled by institutions committed to the growth of knowledge, not by institutions committed to the enrichment of shareholders. Information should be free.

Finally, there is a distinction between two ways of thinking about free online access to research literature. University faculty already have free online access to the electronic journals to which their institutions subscribe. A few years ago, when faculty heard the arguments for OA, many would say, “Why is this an issue? I already have free online access.” (This objection is less common today.) Let’s say that researchers have a narrow interest in free access if they only care about whether they have to pay for it out of their own pocket. If their employer buys it for them, they do not care whether the employer paid a high price for it, and they do not care whether researchers without wealthy employers are left in the cold. By contrast, let’s say that researchers have a wide interest in free online access if they want it to be free for everyone with an Internet connection.

Fewer and fewer faculty nowadays say that they have only the narrow interest in free access. But more and more often we hear the large commercial publishers asserting that faculty should have only the narrow interest.

Commercial publishers can satisfy the narrow interest in free access, provided they keep their prices within reach of institutions (which they are failing to do). Why should faculty demand more? If the narrow interest covers their professional interest, and they are still not satisfied, are they not simply adding political idealism to their legitimate professional interests?

That is how Elsevier would like to frame the issue, but it does not work. First, we may concede that many OA arguments have a political or quasi-political edge. OA is not just about accelerating research and saving money; it is also about freedom from needless barriers, fairness to taxpayers, returning control of scholarship to scholars, de-enclosing a commons, and serving the underserved. But even if we disregarded
these quasi-political goals and cared only about the professional needs of researchers, we would have to agree that the wider interest has the more enlightened view. Researchers want to see their institutions free up money from expensive journal subscriptions in order to spend it on other pressing needs, including the superior OA alternative, books the library could not afford while it paid for expensive journals, infrastructure, equipment, and staff.

Moreover, the narrow interest would only suffice to cover their professional interest if every library subscribed to every journal. But not even the wealthiest research library can make this claim, and the reason is the unbearable cost. We must move beyond the narrow interest to the wider one if only to have a realistic chance of gaining access to all the research literature in our field. Finally, research advances more quickly and surely if more people are able to participate. If the lesson of open-source software is that “given enough eyeballs, all bugs are shallow” (Eric Raymond), then the analogous lesson of OA is that “given enough researchers in the loop, all research errors and omissions are shallow”—or, shallower than they would be when the pertinent literature is locked away behind price and permission barriers. To take advantage of this opportunity, we must enfranchise all who are connected—and connect all who are not.

A Word about Phase 2 Initiatives

Peer-reviewed research articles and their preprints are a Phase 1 problem. They are royalty-free literature. Author donation is already a fact of life, and thanks to it author consent to OA is readily forthcoming. We are far from having OA to this entire corpus, but progress is steady and gaining momentum.

But books, for example, are a Phase 2 problem. They generate royalties, at least if sales permit. Authors often earn nothing from research monographs, but they rarely donate them or volunteer to relinquish the chance of royalties.

One argument that might persuade authors of research monographs to consent to OA is that their royalties are meager at best and the benefits of OA—enlarged audience and increased visibility and impact—are documented and significant. For research authors below the bestselling strata, the benefits of OA are worth paying for, and many will find them more valuable than the likely royalties. For monograph authors who
understand the issues, OA can win against royalties in a cost-benefit analysis.

But monograph authors may not have to choose. There is evidence that OA is not only compatible with print sales and royalties, but increases them.

The National Academies Press publishes research monographs and has provided free online full-text for each of them since 1994. At the same time, it tries to sell its books in print editions. The free editions undoubtedly subtract some from the sales of the priced editions. But remarkably, they add more than they subtract. The Ludwig von Mises Institute follows the same practice for its research monographs, with the same results, and so does the Baen Free Library, for science fiction novels.

At first this is counterintuitive and mysterious. Aren’t these plans scuttled by freeloaders who read the free editions online and never buy the print editions? The answer is that very few people are willing to read whole books online or print whole books on their home printers. Most people use free online full-text books for sampling. When they are sure that a book matches their needs and interests, they will pay for a print edition.

Amazon is banking on this theory with its new service, Search Inside the Book, which provides free full-text searching—but not free full-text reading—for a growing number of royalty-producing books. If free full-text searching supports sampling sufficiently well, then it will probably trigger the same net increase in sales seen by NAP and Baen, at least for the right kinds of books. The program may not work for reference works and cookbooks, which many readers consult only for snippets, but it could well increase net sales for research monographs and novels.

The NAP, Baen, and Amazon experience suggests a second argument that might persuade authors of research monographs to consent to OA: It will stimulate a net increase in sales.

Amazon used a variation on this argument to persuade a group of commercial publishers to put their full-text books into Amazon’s index. If these publishers do not lose sales, or if they gain, then the tide will have turned. More publishers will want to participate. Participating publishers will want to participate with more books. More kinds of books will at least be tried—out-of-print books, low-selling books, specialized market books, beautifully illustrated books, and books for which impact is more important than revenue. Some publishers will undoubtedly go
beyond the Amazon experiment to the original NAP and Baen model, and try free online full-text for reading, printing, and copying, not just for searching. An intellectual commons of many kinds of OA book literature is already under way, joining the intellectual commons of OA research articles.

One important result is that OA is not limited to royalty-free literature. OA still depends on the public domain or copyright-holder consent, but we are now seeing that copyright-holder consent is compatible with royalties. This enlarges the scope of OA from the small and anomalous category of royalty-free literature to the very large, mainstream category of royalty-producing literature. Not all royalty earners will walk through the open door, but as we see more of them experiment, and more of them report greater sales or benefits that outweigh sales, then we will see more follow suit.

Books will be the first Phase 2 success, and will succeed where music and movies failed. The reason is simply that free online access to a digital music file, or movie, is all that most users want. They can enjoy it exactly as intended, either online or downloaded to the right kind of player. The prospect of reading a whole book online, or printing a whole book on one's own printer, is the ergonomic hurdle that makes all the difference. Journal articles do not face this hurdle, but they do not need to in order to win copyright-holder consent to OA. They depend on the very different inducement that they are royalty-free and written for impact rather than income.71

One conclusion: an online, open-access intellectual commons in research literature is growing from many sources for many reasons. The incentives and economics differ from genre to genre, discipline to discipline, and decade to decade. But ever since texts have been stored in bits, which makes it possible to produce perfect copies at virtually no cost, and ever since the emergence of a global network of bit-switching machines, which makes it possible to share these copies with a worldwide audience at virtually no cost, the trajectory has always been up. There is no going back.

Notes

1. For more detail on the definition of “open access,” and some of the discrepancies among the published definitions, see Peter Suber, “How Should We Define ‘Open Access’?”, SPARC Open Access Newsletter (August 2, 2004), http://
For an introduction designed for those new to the concept, see Peter Suber, *Open Access Overview*, http://www.earlham.edu/~peters/fos/overview.htm.

2. BioMed Central and the Public Library of Science, the two largest OA publishers, both use the Creative Commons Attribution license. See http://www.biomedcentral.com/info/about/copyright and http://www.plos.org/journals/license.html. I have used the same license for my newsletter on open access since July 2003, http://www.earlham.edu/~peters/fos/newsletter/archive.htm.

Author rights can be enforced through copyright law, licensing contracts, or informal norms in the scholarly community. Creative Commons licenses are most common licenses used for OA works, though they are not the only ones. See http://creativecommons.org/. Many OA authors believe that informal mechanisms are as effective as formal licenses and more convenient for authors. The Bethesda Statement on Open Access Publishing (June 2003) asserted that “community standards, rather than copyright law, will continue to provide the mechanism for enforcement of proper attribution and responsible use of the published work, as they do now.” See http://www.earlham.edu/~peters/fos/bethesda.htm.


5. Despite the fact that peer review consists of donated time and clerical tasks, the costs are greater than most authors would guess. A recent review of the literature put the figure at $400 per published article. One reason the figure is so high is that it covers the cost of reviewing rejected articles. See Fytton Rowland, “The Peer-Review Process,” *Learned Publishing* 15/4 (October 2002): 247–258, http://miranda.ingentaselect.com/vl=4928683/cl=179/nw=1/rpsv/cgi-bin/linker?ini=alpsp&reqidx=/catchword/alpsp/09531513/v15n4/s2/p247. The cost of peer review will drop steadily as more and more of the necessary clerical tasks are automated by journal-management software.


7. I am not saying that scholarly journals, like broadcast TV programs, can support themselves through advertising, merely that they can support themselves through a similar up-front subsidy system that pays for dissemination so that the audience need not pay for access. I elaborate further on the comparison to the funding model for television and radio in “Where Does the Free Online Scholarship Movement Stand Today?”, *Cortex* 38/2 (April 2002): 261–264, http://www.earlham.edu/~peters/writing/cortex.htm.
8. The largest private funder of medical research in the United States, the Howard Hughes Medical Institute, and the largest in Britain, the Wellcome Trust, have adopted this policy. In June 2003, they and other stakeholders issued the Bethesda Statement on Open Access Publishing, calling on others to follow suit. See http://www.earlham.edu/~peters/fos/bethesda.htm.


10. See below for some reasons to think that some book authors could be persuaded, including evidence that free online full text might stimulate a net increase in sales.


13. I discuss the connection between author donation and academic freedom in “The End for Free Online Content?”, Free Online Scholarship Newsletter (June 8, 2001), http://www.earlham.edu/~peters/fos/newsletter/06-08-01.htm.

14. Strong copyright protections may be part of the incentive for authors of royalty-producing genres, but not for authors of scholarly journal articles. One reason, of course, is that journal articles are royalty-free. If scholars make no income from their articles, they need no monopoly on that income in order to goad their productivity. Another reason is that scholars tend to transfer the copyright in journal articles to journal publishers (even if they could often negotiate another arrangement). The copyright in journal articles therefore tends to protect publishers, not authors. See Sam Vaknin, “Copyright and Scholarship: Interview with Peter Suber, Part I,” United Press International (February 19, 2002), http://www.upi.com/view.cfm?StoryID=15022002-015414-4119r.

15. A common misunderstanding among nonacademics, and even some academic publishers, is that OA appeals primarily to scholarly readers, not scholarly authors. But in fact, it originated with scholarly authors looking for ways to enlarge their audience, increase their impact, and make their work more visible, more discoverable, more retrievable, more accessible, and for all these reasons more useful than conventional publication allowed.

16. The oldest peer-reviewed, OA journals were launched in the late 1980s. See my Timeline of the Open Access Movement, http://www.earlham.edu/~peters/fos/timeline.htm. However, the most prestigious OA journals are much more recent. One reason prestige does not correlate with age here is that the OA movement had to incubate for a while before it was possible to recruit eminent scientists and scholars to OA journal editorial boards.

17. In the United States, this is mandated by 17 USC 105, http://www.title17.com/contentStatute/chpt01/sec105.html. Peter Veeck encountered a


19. For example, see Francis Muguet’s “Activity Report” (October 24, 2003) on negotiations to produce a meaningful endorsement of OA at the World Summit for the Information Society. The negotiations were thwarted again and again by the common misunderstanding that all literature is royalty-producing literature. See http://www.wsis-si.org/si-prepcom3-report.html.

20. I discuss the distinction between royalty-free and royalty-producing content, and the three phases of the OA movement, in “Not Napster for Science,” SPARC Open Access Newsletter (October 2, 2003), http://www.earlham.edu/~peters/fos/newsletter/10-02-03.htm#notnapster.

21. See below.

22. When the author and copyright holder differ, then it is the copyright holder’s consent that matters for purposes of OA. OA journals typically let authors retain copyright to their articles. But conventional or subscription-based journals (non-OA journals) typically ask authors to transfer copyright to the journal and authors typically agree to do so.

Hence, if we want OA to the preprint (the version of an article prior to peer review), then we ask the author. Authors who deposit their preprints in OA archives typically do so before submitting their work to journals and long before transferring copyright. But if we want OA to the postprint (the version of an article accepted by a journal’s peer-review process, often after some revision), then we must usually ask the publisher. An increasing number of journals allow authors to deposit the postprint in an OA archive. See the database of publisher policies on copyright and OA archiving maintained by Project SHERPA, http://www.sherpa.ac.uk/romeo.php.

24. Here is an interesting exception. The Public Library of Science is a major open-access publisher. The launch of its first OA journal, *PLoS Biology*, on October 1, 2003, was long-awaited. Many major newspapers and science journals wrote stories in anticipation of it. In the first few hours after the launch, the journal website received over 500,000 visits and over 80,000 requests for a single article. The PLoS servers could not handle the traffic and crashed. See Paul Elias, “Free Online Journal Seeks Revolution in Science Publishing,” *Associated Press* (October 16, 2003), http://www.signonsandiego.com/news/computing/20031016-1421-openaccessscience.html. Is this a negligible exception? Or should web traffic and server load count as diminution of a common, Internet resource? If so, then the Internet cannot support true nonrivalrous commons, except perhaps unpopular or well-funded ones. But even when server load diminishes use for others, Net-based digital commons are much more robust and less susceptible to tragic overuse than analog commons like grazing land. Moreover, the burden of overuse is temporary. When they slow down or crash, they can be restored to full service after insignificant delay.

25. See below.

26. I mean that being royalty-free is a fair surrogate for copyright-holder consent when we are estimating which bodies of literature will carry copyright-holder consent to OA. I do not mean that we can infer consent from the fact that a work is royalty-free. (Otherwise, we could always buy consent or its equivalent by ceasing to pay authors.) On the other hand, there are ways that authors who do consent can manifest their consent so that users need not ask them individually every time they want to go beyond fair use. See the Budapest Open Access Initiative FAQ, “Must Users Ask the Author (or Copyright Holder) for Consent Every Time They Wish to Make or Distribute a Copy?”, http://www.earlham.edu/~peters/fos/boaifaq.htm#consentqueries.

27. Because OA depends on the digital character and worldwide reach of the Internet, it was physically impossible in the age of print. But how close could we come in the age of print, simply by removing permission barriers? The free lending library is one example. I learned the following example, very analogous to OA archiving, from Barbara McManus, an emerita classicist at the College of New Rochelle. J. A. K. Thomson, a classicist at King’s College London, wrote the following in a letter to Gilbert Murray, a fellow classicist at Oxford, March 26, 1944 (p. 4). The original is in the MS. Gilbert Murray Box 174, Fols. 165–67, at the Bodleian Library, Oxford:

I am concerned at the amount of good work in scholarship which has no chance of being published—unless of course the Government should subsidise it. I am pessimistic about the immediate, though not the ultimate, prospect for the Classics. I think compulsory Latin will be abolished and when that happens the Classical Departments in other places than Oxford and Cambridge will dwindle to nothing. Even now it does not pay a publisher to put out a Latin, let alone a Greek, book, however excellent, and the University Presses cannot carry the burden unsupported. But would it be possible for the B.M. [British Museum] or
Oxford or Cambridge to invite really good scholars to deposit with them a typed
or manuscript copy of some magnum opus on which they had spent long time
and labour? It would then become available to other scholars, even if it could
not be published.

28. Also see BMC’s Open Access Charter, http://www.biomedcentral.com/
info/about/charter. I outline several other steps taken by BMC in Lila Guterman
and Peter Suber, “Colloquy on Open Access Publishing,” Chronicle of Higher
openaccess/.

29. Peter Suber, “How Should We Define ‘Open Access’?” SPARC Open Access
Newsletter (August 2, 2004), http://www.earlham.edu/~peters/fos/newsletter/
08-04-03.htm#define.

30. Randall Ward, David Michaelis, Robert Murdoch, Brian Roberts, and Julia
Blixrud, “Widespread Academic Efforts Address the Scholarly Communication
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Library News (June 2003), http://www.ala.org/ala/acrl/acrlpubs/crlnews/
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~peters/fos/newsletter/02-02-04.htm#predictions. Shortly afterward (March 2,
2004), Yahoo announced a program to index OA content in a more useful form
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of books from five major research libraries. See http://www.google.com/press/
pressrel/print_library.html.

32. I talk about these and related obstacles, including other vicious circles, in
“Why FOS Progress Has Been Slow,” Free Online Scholarship Newsletter (May
15, 2002), http://www.earlham.edu/~peters/fos/newsletter/05-15-02.htm, and
“Dissemination Fees, Access Fees, and the Double Payment Problem,” Free
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~peters/fos/newsletter/01-01-02.htm.
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produce more research articles per capita than lesser institutions, will bear the
heaviest load in a future dominated by OA journals. The objection assumes that
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53. A common way to avoid copyright problems is to require deposit of the final version of the author’s manuscript, incorporating all changes from the peer-review process, but not necessarily the copyedited or published version. Publishers who object to the proliferation of versions may deposit the published version in place of the author’s final manuscript. Currently about 70 percent of surveyed journals permit authors to deposit the published version of their article in an OA repository. See the e-prints “Journal Policies—Summary Statistics So Far,” http://romeo.eprints.org/stats.php. In addition, 100 percent of affected journals are cooperating with the NIH policy that asks NIH grantees to deposit the final version of the author’s manuscript in PubMed Central, an OA archive. See my “Publisher Policies on NIH-Funded Authors,” SPARC Open Access Newsletter (June 2, 2005), http://www.earlham.edu/~peters/fos/newsletter/06-02-05.htm#nih.
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56. See note 36.
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60. Many journal publishers donate electronic subscriptions to Third-World research institutions. See Ann Okerson’s list of such programs, http://www.library.yale.edu/~llicense/develop.shtml. But this creates another reason why north and south friends of OA use different arguments in their analysis and advocacy. A major issue for developing countries is whether these donated subscriptions to toll-access journals are good enough, or whether researchers must press for true OA.
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Publishers that have digitized the back run of a journal can make a trickle of income by selling access to it. But more and more journals will discover that providing OA to the back run will bring more net gain than the revenue. It will increase the visibility and impact of the journal, and its “brand,” which any competent journal can translate into advantage in the competition for submissions, advertising, and subscriptions. (3) Learned societies and nonprofit organizations that publish journals often want to charge subscription fees and generate revenue, but they may have more to fear from the giant commercial publishers, whose “big deals” soak up disproportionate shares of library budgets, than they do from OA.
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64. When Derk Haank was CEO of Reed Elsevier, he made this argument in an interview in Information Today. See Dick Kaser, “Ghost in a Bottle,” Information Today (February 2002), http://www.infotoday.com/it/feb02/kaser.htm. It has been a favorite Elsevier argument ever since.

65. I discuss some measurements showing the journal gaps at leading U.S. research libraries in “What’s the Ullage of Your Library?”, SPARC Open Access Newsletter (January 2, 2004), http://www.earlham.edu/~peters/fos/newsletter/01-02-04.htm#ullage.


How to Build a Commons: Is Intellectual Property Constrictive, Facilitating, or Irrelevant?

Shubha Ghosh

The term intellectual property elicits the question: Is the subject matter of patent and copyright law, as well as its close cousins, meaningfully described as “property”? That this question is compelling is indicated by the countless articles that adopt it as a key focus of inquiry.1 But whatever the accepted meaning of property, whatever property’s status as metaphor, and however interesting these topics are to discuss and debate, the question of whether intellectual property is actually property is a distraction. The more relevant question is what role the concept of intellectual property plays in building an information commons.

In this chapter, my primary goal is to refocus the primacy of property in the intellectual property debate by recognizing that intellectual property, whatever the term means, should best be understood as a means and not an end. My suggested focus, it is hoped, will provide a better understanding of intellectual property as a tool to build a commons. By recognizing intellectual property as a tool, we can better understand it as a legal category. Toward this goal, I frame this chapter around the problem of how to build a commons and the specific problem of whether intellectual property constricts or facilitates the creation of an information commons. Of course, it would be foolish to ignore the third possibility—that intellectual property is completely irrelevant for the building of the commons. Although most readers would find that possibility incredible, addressing the relevance of intellectual property is key to our understanding, not only of what intellectual property can be, but also of what we mean by the information commons.

My aim of challenging property talk in intellectual property discussion, however, begs another conceptual question: What is the information commons? The meaning of information commons is less contested than that of intellectual property. Although we may differ in the
normative desirability of the information commons, we can all accept that what we mean by an information commons is an organization of the production and distribution of knowledge that ensures open access. Much of the normative debate over the desirability of the information commons and its structure reflects the controversy over how open that access should be (Lessig 2001, 76). For some, open access is synonymous with free access, mandating that all knowledge be available at no cost to the user. Practical considerations place limits on equating open with costless. While free information may be desirable for journalists, researchers, and consumers who seek understanding of products and services, free access for spammers, perpetrators of fraud, and other threats to privacy and security are hardly desirable. One limit to freedom of access would entail legal or technological restrictions that prevent the improper uses of information. Needless to say, the scope of these restrictions is contested, but whatever their shape, the implication is that open access cannot mean unfettered access. Even more controversial is the notion that open access cannot even mean access at no cost. Critics of open access contend that free information, in the sense of information distribution at a zero price to the user, is no information since the inability to charge would reduce the incentive to discover and disseminate information. According to this view, open access is a doomed exercise, the true tragedy of the commons. Defenders of open access would point out that market systems themselves are not costless and need to be compared with alternatives. Furthermore, defenders of open access would assert, competitive markets depend on some degree of openness of information to survive. For example, information about price, quantity, and quality has to be freely and openly available for perfectly competitive markets to function properly. In markets that deviate from the ideal of perfect price competition, such as certain types of markets structured as auctions, information regarding the quality and quantity of what is being auctioned needs to be accessible to the participants for the market institution to be trusted and to function effectively. Therefore, an institution as seemingly proprietary as a market depends on some degree of open access at its foundation. The information commons, with its frequent commitment to open access, raises deep questions of institutional design and organization that will be the focus of this chapter.

Brett Frischmann categorizes the issues I have raised as a problem of “commons management,” which can be understood in terms of the
various resources that constitute the commons (Frischmann 2005, 933–934; Lessig 2005, 1034–1035). Resources, according to Frischmann, are divided into ones that are rival and ones that are nonrival in consumption, borrowing a well-known category from public economics (pp. 959–970). Among the set of nonrival resources, Frischmann identifies certain resources, such as highways, the environment, and telephony, as inputs for the creation of other resources (pp. 974–978; Lessig 2005, 1037–1038). Inputs that tend to be nonrival resources are what he calls infrastructure, a resource that should not be made proprietary through legal restrictions, such as intellectual property. Frischmann’s theory provides one way to build a commons and to define intellectual property rights based on the identification of certain resources as infrastructure that necessarily have to be jointly owned and managed through collective entities in order to ensure efficiency.

While I like the term *commons management*, I suggest an approach to commons construction that goes beyond the reliance on the traditional, and overused, category of nonrivalry. As I have discussed in previous work, whether we characterize a resource as nonrival rests largely on the property-rights structure used to protect the resource (Ghosh 2003, 401–420). Therefore, it is circular to base property rights on the categorization of a resource as nonrivalrous. Such a theory would entail “public goods all the way down” (with apologies to Bertrand Russell) (Hawking 1988, 1). My blueprint for building a commons is richer, with a focus on the behavioral underpinnings that make a commons necessary and on the institutional arrangements that facilitate a certain form of open access. The blueprint rests on three principles. First, I start with the behavioral principle that imitation is important for the production and dissemination of knowledge. This behavioral principle is important because it explains why patent and copyright are concerned with the problem of unauthorized copying. I show that control of copying is a crucial means to control how learning and knowledge dissemination occur. Second, human beings not only imitate each other, they also exchange ideas and commodities. While imitation rests on individuals attempting to be the same, exchange demands that individuals be different in order for exchange to be meaningful. Exchange is the principle that provides the basis for markets and other institutions in which human interactions can occur. Finally, imitation and exchange give rise to governance systems, both formal and informal, that make possible cultural
production. For the rest of the chapter, I will show how my theory of commons construction and the corollary role of intellectual property rest on the three principles of imitation, exchange, and governance.

The organization of the chapter is as follows. The next section will address the arguments for how intellectual property can constrict, facilitate, and be irrelevant to the information commons. I argue that the case for each role of intellectual property rests on how one understands the relationship between formal laws and informal norms in shaping the commons. I conclude the next section by pointing out that our understanding of intellectual property should be subsidiary to our vision of the commons. In the third section, I turn to the three guiding principles for designing a commons: imitation, exchange, and governance. I explain these three principles and explore their implications for commons management. In the fourth section, I turn to two examples that demonstrate my blueprint for designing a commons: file sharing and experimental use in the pharmaceutical industry. I show how the guiding principles work to design each of these respective commons. The fifth section summarizes and concludes.

The Case for and against Intellectual Property

Intellectual property refers to a body of legal rights that comprise patents, copyrights, trademarks, and assorted doctrines such as trade secrets, right of publicity, and contract-based rights. This hodgepodge of legal rules and doctrines has two things in common. First, they each relate to some aspect of the association of the creative process with the manufacture of information. Second, they each give to the legally designated creator of information the right to exclude others from copying and distributing the information. Within this shared framework, the several bodies of intellectual property law differ in the type of information protected. Patents, for example, protect the products of inventive activities; copyright protects the products of expressive activities. Trademarks, on the other hand, protect business signifiers that are valuable to consumers for distinguishing the source of a product or service. Similarly, the law of trade secrets protects information that is valuable to the economic success of an enterprise, while the right of publicity protects personal attributes, such as a likeness or a voice from which economic value can be obtained. For the purposes of this chapter, I will focus on patents and copyrights. Within the U.S. legal system, patents and copy-
rights have a constitutional dimension through Article I, Section 8, Clause 8 of the U.S. Constitution, which expressly empowers Congress to enact patent and copyright laws. When emerging economies seek to copy U.S.-style intellectual property law, it is often patent and copyright that is being emulated.

In this section, I will discuss the relationship between intellectual property, as defined in the previous paragraph, and the information commons, as described in the introduction. The relationship is a controversial one, and opinion can be divided into three camps: those who view intellectual property as constrictive of the commons, those who view intellectual property as facilitating the commons, and those who view intellectual property as irrelevant to the commons. I will present the salient arguments for each of these three positions in order to clarify both the meaning of intellectual property and the task of constructing an information commons. The three positions differ not so much in their conclusions, but in their views on the relationship among formal law, informal norms and customs, and salient institutions and practices in the information commons. Those who argue that intellectual property is hostile to the creation of the commons, for example, emphasize the role of formal law in limiting access to information. By contrast, the position that intellectual property facilitates the commons is grounded in the importance of the market for creating a particular vision of the commons. Finally, those who argue that intellectual property is irrelevant point to informal norms and customs as creating the necessary foundations for a vibrant information commons. After making the case for each position, I conclude by shifting attention from intellectual property law as an end to intellectual property as a means. In short, this section provides a basis for developing an instrumental view of intellectual property as a tool to secure guiding normative principles for a meaningful vision of the information commons.

**Intellectual Property as Constrictive**

The case that intellectual property constricts the development of the information commons follows from the status of intellectual property as a government-sanctioned right to exclude (Lessig 2001, 19–20). While the grant of a patent or a copyright to an individual establishes only the right to exclude others from imitating the subject of the patent or copyright, exclusivity gives the intellectual property owner the legal ability to restrict entry into a field of endeavor and to deny access to knowledge.
The canonical case of intellectual property exclusivity is that of pharmaceutical patents, which allow the owner of the patent to prevent a company from making cheaper, but effective generic versions of the drug. This form of exclusivity does not necessarily translate into market power, as controlled by antitrust or other competition law, since it might be possible for a company, in theory, to invent around the patent and create a noninfringing substitute for the drug. Nonetheless, patent exclusivity can be quite powerful even if it does not translate into market power in the legally recognized sense. A potential creator of a substitute for a patented drug may be inhibited from creating such a substitute because merely experimenting with the drug to discover chemical analogues can constitute patent infringement. While in the United States some limitations on patent exclusivity are enacted into law, the precise scope of these limitations is far from clear. The Patent Act does allow experimentation on patented drugs that is reasonably related to the submission of a drug application to the Food and Drug Administration, but the term “reasonably related” offers little guidance to potential competitors to patent owners. The Supreme Court has shed some light on the meaning of “reasonably related” in its 2005 *Merck v. Integra* decision, and I will discuss the implications of this case for both the constrictive view of intellectual property and the possibilities for an information commons in the market for pharmaceuticals (Merck 2005). Nonetheless, the exclusivity provided by patents in the pharmaceutical industry illustrates starkly how intellectual property can constrict the information commons.

The world of copyright also exemplifies the constrictive role of intellectual property for open access. The often-cited SunTrust case involved the attempt by the owner of the copyright in the novel *Gone With the Wind* to prevent publication of the novel *The Wind Done Gone*, a critical riff on the Scarlett O’Hara epic presented from the slave’s perspective. Putting aside the aesthetic merit of either novel, the case shows that the copyright owner can have quite a bit of control over the types of information available to consumers in a free market. Once again, the absence of market power in the traditional antitrust sense is inapposite. Certainly, there are substitutes for *The Wind Done Gone* that provide insights into the slave’s perspective on the “moonlight and magnolia” mythology typified by Margaret Mitchell’s opus. Certainly, there are alternatives to using Margaret Mitchell’s copyrighted expression, her characters, her plotting, her descriptions, in constructing a counternarrative to Southern plantation culture. But the argument is that copyright
should not create minefields and should not serve as barriers to artistic and creative expression. The offensive use of copyright to prevent expression is antithetical to the goal of open access in the information commons.

Exclusivity has to have a very precise meaning for the argument that intellectual property constricts the information commons to make sense. The right to exclude in the context of personal and property rights is essential to the preservation of individual autonomy. For intellectual property, the ability to exclude use of one’s creation provides the conditions for creativity and invention. Even if much artistic and scientific production is collaborative and cumulative, individualized effort is a key input to the final output of both artistic and scientific endeavors. The ability to exclude is as important for preserving individual autonomy in artistic and scientific efforts as it is for sexual activity, management of one’s household, the pursuit of one’s education and career, and other life choices.

However, there are key differences between exclusivity in the context of real and personal property and exclusivity in the context of intellectual property. First, with respect to intellectual property, exclusivity is almost wholly instrumental. The right to exclude serves to provide an incentive to produce and disseminate creative and innovative works. The instrumental use of the right to exclude is reflected in the duration limitations on intellectual property. While the right to exclude others from one’s real or personal property is perpetual, the right to exclude others from intellectual property expires in order to ensure that the creative and innovative work becomes dedicated to the public. The balance between public access and exclusivity is also reflected in the second key difference between exclusivity in intellectual property and exclusivity in other types of property. This second difference demonstrates the potential dark side to exclusivity. In the context of intellectual property, my ability to exclude your access to my work may create impediments to your ability to create your own work. The problem is in thinking in terms of individual possession and ownership in the context of the information commons. When intellectual property constricts the information commons, our commitment to exclusivity has to give way to the need for open access.

Many of the constrictive tendencies of intellectual property can be cured through rigorous application of safety valves like fair use, the first-sale doctrine, and the First Amendment. Of course, proponents of the
view that intellectual property constricts the information commons have varied programs to modernize and reform intellectual property doctrines. But it is important to recognize that this negative view of intellectual property rests on a particular legalistic view of intellectual property. Within the terms of the constriction argument, exclusivity operates through the use of the legal system, particularly a lawsuit for infringement, to prevent access to knowledge, whether embodied in a new invention or in a work of artistic expression. But intellectual property, like all legal rights, does not exist simply as an instrument of litigation and dispute. Legal rights are created not to provide a means of holding others hostage for the purposes of rent extracting. They can help define a zone of individual autonomy and social value that extends beyond the pursuit of money and privilege. The creation of patent and copyright systems validates the inventive and creative process and provides social expression of the value of artistic and scientific endeavors. While the argument for the constrictive role of intellectual property certainly recognizes these values and pursues them by fostering the information commons, the overly legalistic view of intellectual property ignores the varied role that intellectual property—specifically, and law and legal institutions more generally—plays in structuring the information commons. Consequently, the case for intellectual property as a constrictive influence overemphasizes the legalistic dimension of intellectual property and distracts from the behavioral and institutional dimensions of the information commons. Put another way, simply having better fair-use rules and a more effective First Amendment may not be sufficient or even necessary for the promotion of the information commons.

**Intellectual Property as Facilitating**

The case that intellectual property facilitates the information commons follows from a thought experiment. Imagine what the world would look like without intellectual property. In this world, by definition, there would be no intellectual property lawsuits, no cease-and-desist letters telling creators that their activities violate the law and may subject them to fines, and no impediments to users accessing and sharing knowledge in whatever form it might be embodied. But, proponents of the facilitation argument would suggest, there might be a handful of people who might be wary of sharing, not because they are selfish, but because they fear that someone else might appropriate their work in a way that is deemed harmful (Kitch 1977, 267–271; Kieff 2001, 701). The undesired
appropriation might take many forms. It could occur through false attribution as the unscrupulous claim credit for having created a work of art or a piece of software. If markets still existed, as they most likely would even in a world without intellectual property, the unscrupulous might try to sell the misappropriated work to a willing buyer. This last possibility might still exist even without intellectual property if the work in question cannot be copied easily by the user, as with a unique sculpture or work of architecture. Users might prosper but creators may choose to opt out or seek ways to appropriate the value they feel they deserve from their work by creating limited editions or distributing through technological means that limit copying. In the case of scientific creations, such as pharmaceuticals, inventors may rely on trade secrecy, not in the form of trade-secret law (which of course would also be abolished), but in the form of professional guilds or other restrictive measures. One thinks of Leonardo Da Vinci writing in his notebook in his invented secret code or the glass makers on the Island of Murano who were required to live on the island several miles off the shores of Venice and were forced to take their glassblowing secrets to the grave. The point is that removing intellectual property has implications beyond simply giving a windfall to users, and these implications might actually be harmful to the information commons.

The elimination of the exclusivity granted by intellectual property alters the shape of institutions. While exclusivity is understood largely in legalistic terms under the constrictive vision of intellectual property, exclusivity is an important building block for the information commons under the facilitative view of intellectual property. The exclusivity of intellectual property serves as a safeguard that allows creators to disclose their work to the public without the fears of appropriation described in the previous paragraph (Ghosh 2004, 1330–1339). This disclosure in turn benefits and enriches the commons by creating a shared resource to which all members of society can have access once the term of exclusivity expires. The benefit of exclusivity to the commons needs to be gauged in terms of the alternative of secrecy. Without the ability to exclude through intellectual property, certain individuals would exclude by not disclosing at all to the detriment of society and the information commons. The challenge is to design legal institutions in a way that defines the terms of exclusivity as an attractive alternative to secrecy.

The argument does not necessarily depend on the incentive effects of intellectual property. Creators very likely would produce art and
tinkerers would still invent even without intellectual property protection. The point of the argument is that there is very likely a group of creative folks who may prefer not to publicize their work and to distribute it in secret. There may also be a group of creative folks who have no problem with sharing. The problem is that we do not know which one of these groups will produce the most interesting and socially desirable works. Assuming that the distribution of talent is random, the production of socially desirable works is probably not correlated with the desire to publicize or keep the work secret. Intellectual property, properly calibrated, is designed to make it desirable for creative folks to publicize their work for the benefit of the information commons by permitting appropriation for those who seek it. For those who do not care about appropriation, intellectual property is at worst redundant. Such people can opt out of the intellectual property system, at least with respect to the works they create.

The constricting vision of intellectual property emphasizes the ways exclusivity can limit creativity and invention. By contrast, the facilitating vision emphasizes the role of exclusivity in promoting the entry of the individual, through his or her work, into the public sphere. In the simplest terms, the constricting vision sees intellectual property as an offensive tool while the facilitating vision sees intellectual property in defensive terms. More deeply, each set of arguments rests on slightly different assumptions about behavior and the design of institutions. Under the constricting view of intellectual property, exclusivity operates through formal legal processes as an impediment to creation. Under the facilitating view, exclusivity operates to shape the public sphere by creating assurances for individual creators.

Despite the differences, the constricting and facilitating views of intellectual property may lead to the same policy prescriptions. For example, both views would support limits on intellectual property that expand their respective objectives. I have pointed out that those who see intellectual property as constricting would support limits like fair use, permitting uses of intellectual property without payment, as well as the First Amendment, allowing uses of intellectual property to promote freedom of expression. Those who adopt a facilitating view of intellectual property would also advocate for similar limitations to the extent that they support the uses of intellectual property to promote disclosure. Both positions would agree that there should be duration limits on intellectual property, although proponents of each position may differ on how
long is enough. It would be wrongheaded to think that either view necessarily leads to either a restrictive or an expansive agenda for intellectual property. The key difference is one of understanding how intellectual property affects the shape of the information commons.

A potential pitfall of the facilitating position is the overemphasis of market institutions in shaping the commons. Just as the constricting position may tend to overemphasize the legalistic dimensions of intellectual property at the expense of the behavioral and institutional dimensions, so the facilitating position can too readily lend support to the position that legal rights are simply servant to the market. When the facilitating view suggests that intellectual property facilitates the entry of creative output into the public arena, the arena is more often than not the marketplace. As I discuss below, the market can serve as an important institution for facilitating the information commons, particularly a market that is bolstered by competition and free entry, but it would be a grave error to equate the commons with the marketplace. Nonmarket institutions, such as the university and the household, also serve to define the commons, but the exclusivity needed for the marketplace may come into conflict with the exclusivity in the university. The conflict is essentially one of agency. If the university wants to commodify scientific research, but the professor does not, who should win? Which commons, the marketplace that facilitates the distribution of the fruits of the research, or the scientific community that facilitates the dissemination of knowledge, should be facilitated? The constricting view of intellectual property fails by relying too heavily on legalistic solutions to counterbalance exclusivity. But the facilitating view too readily ignores that the information commons consists of many different types of institutions and that intellectual property needs to be calibrated, not only to facilitate publicizing one’s work but also to structure the relationship between market-based and non-market-based commons. Both approaches focus too closely on exclusivity and ignore how exclusivity should be aligned with the normative possibilities of the information commons.

**Intellectual Property as Irrelevant**

I have presented two views of intellectual property and have suggested that they are not satisfactory for answering the question of what the proper relationship is between intellectual property and the information commons. Before presenting my own answer to this question, I need to address the possibility that intellectual property may be irrelevant to the
information commons. Given all the scholarly attention to intellectual property, this possibility seems unlikely. Nonetheless, a useful case can be made for irrelevance, and analyzing it is helpful to understanding what we mean by both intellectual property and the information commons.

The case for irrelevance rests on the precedence of informal norms and customs over formal law in defining the information commons. While patent and copyright law seemingly create a set of rules that regulate inventive and expressive activities, there are many uncertain and unanswered questions within the law. No legal system is complete and air-tight, but many students of patent and copyright law tend to ignore how many holes there are in the alleged iron cage of intellectual property. For example, a basic question like ownership is far from clear. Copyright law is particularly confusing with respect to the work-for-hire doctrine, which vests ownership in the employer when the work is created under an agency relationship. While the rule in practice seems to be that copyright in a work created within an employment relationship belongs to the employer, copyright law itself establishes a multifactored balancing test taken from the common law of agency to establish when an employment relationship exists. Furthermore, copyright law is surprisingly unclear about who owns the copyright in a work that is recorded from oral expression without the authority of the speaker. Copyright is established when an original work of authorship is fixed in a tangible medium of expression and the fixation is authorized by the creator of the expression. However, when there is no authorization, technically there is no federal copyright law. As a matter of practice, this gap is filled by common-law copyright and by the custom, in some situations, of the authors making their own authorized copies. Finally, the law of joint authorship in copyright also generates legal mysteries with the requirement that each joint author contribute originality and that they agree to merge their respective creativity in a undifferentiated whole. In many situations, however, authors fail to strike an agreement, with courts having to decide which of the possible authors was the primary source of the originality and which purported authors provided only sweat of the brow. Patent law has simpler rules for determining inventorship, but puzzles still prevail. For example, an inventor must have contributed to at least one of the claims in a patent to be considered a co-inventor. But it is often not until the end of patent prosecution that inventors even know what the claims of the patent will be. The point is that even on
such a fundamental issue as who owns the property right, intellectual property is far from clear.

The gray areas in intellectual property law are filled in with norms and customs, in some ways more important than the formal rules of intellectual property. In the case of copyright ownership, informal customs, such as academic rules about attribution in journal articles, and the rules of professional organizations like the Screenwriters Federation of America, the Directors Guild of America, and the Screen Actors Guild, resolve attribution and ownership issues. The most important illustration of the role of informal norms and customs in intellectual property is provided by fair use in copyright and its close cousins of experimental use and repair in patent. Fair use in copyright is far from clear (and as a result, according to some, far from fair). Courts must determine fair use based on a multifactored balancing test that takes into consideration the amount taken, the nature of the work, the purpose of the use, and the effect on markets. Judicial opinions eschew simple rules like “non-commercial use is always fair” and “parody is always fair use,” citing Supreme Court precedent that no one factor trumps any of the others. Nonetheless, copyright practice fills in the lack of certainty in the fair-use doctrine, even if everyone may implicitly recognize that adherence to copyright practice is at one’s own risk. So, in his famous study of informal settlement of disputes, Robert Ellickson points to organizational practices in the use of the photocopier as an example of how informal norms and customs help to determine what is fair use of copyrighted materials. Ellickson describes an “instructors’ norm of reciprocal fair use,” which permits “the unconsented copying for class use, year after year, of articles and minor portions of books.” When copyright scholars hear of such practices, they invariably must offer the correction that fair use does not operate on such bright-line principles. But such practices continue, much to the chagrin of law professors and the consternation of courts. While patent law does not have a fair-use doctrine per se, unauthorized use of patented material may be excused by the experimental-use and repair doctrines. Under the experimental-use doctrine, experimenting on a patent work for the purposes of philosophical speculation is not patent infringement. Similarly, repairing a patented work is also exempted from patent infringement. But needless to say, it is not always clear what constitutes excused experimentation or repair. Once again, practices provide the certainty that the law lacks, with research labs often sharing or reusing patented equipments and materials in their
day-to-day operations and tinkerers everywhere reconstituting patented machines that may often go beyond what is considered repair.

Adding further support for the irrelevance of intellectual property are the spate of organizations that manage intellectual property resources, creating their own formal rules that become incorporated into industry practice. In the previous paragraph I mentioned the Screen Actors Guild, the Directors Guild of America, and the Screenwriters Federation of America, three of the prominent professional organizations in the television and motion picture industry. Copyright has other entities, so-called copyright intermediaries, that provide private regulation of creative activities. The Copyright Clearance Center, for example, is a private organization that serves as an intermediary between those who photocopy protected materials and copyright owners. The CCC is a mainstay in most universities, providing a convenient way to put together and finance coursepacks. But while formal law makes the CCC necessary, its actual operation does not function fully within the four corners of the law. So often payments may not be made because of inefficient monitoring, especially of smaller entities. Other times, payments are made when none are necessary, such as for materials, like judicial opinions and statutes, that are not even protected by copyright law. Performance-rights organizations, like Broadcast Music, Inc. and ASCAP, that are responsible for collecting and disbursing licensing fees for performance rights for musical works also function through self-regulation. Patent law has fewer examples of these licensing organizations, partly because of the prominent role of the U.S. Patent and Trademark Office, a government agency, in administering patents. But patent pools and cross-licensing schemes serve as a form of self-regulation of patents. These schemes often police the use of patents and privately regulate the development and dissemination of patented technologies.

The case for irrelevance is largely a case for the priority of informal norms and customs over formal law. There is, however, an alternative economic formulation of the argument. In his article “The Problem of Social Cost” (1960), Ronald Coase demonstrated that in the context of nuisance disputes, formal legal rules defining property rights are irrelevant to the final allocation of resources when the transaction costs of bargaining are sufficiently low. Under his formulation, formal legal rules define initial entitlements from which affected parties can bargain to reallocate rights as long as there are no impediments to bargaining. While his argument is framed in terms of “social costs,” the kind associated
with polluting activities, the point extends to the “social benefits” associated with intellectual property. In the canonical problem of intellectual property, an individual has created something, a work of art, a drug, a machine, whose benefits to society exceed the benefit to the individual creator. Because the social benefits exceed the private benefit, the individual creator would lack adequate economic incentives to produce the work and distribute it to society without the ability to capture all the social benefits of the creation. Under the Coasean formulation, legal rights can be defined to internalize the externality, but in terms of the goal of efficient allocation of resources, it is largely irrelevant who has the legal rights in the creation (the creator or the public at large) as long as bargaining is allowed. Within this model, organizations like the CCC, the Screenwriters Federation of America, and the other entities discussed above can be understood as institutions to facilitate bargaining over the use of a valuable resource. If the Coasean argument is correct, formal intellectual property law is irrelevant as long as private entities can bargain to define the ways creative effort and the outputs of such effort can be allocated.

Casting the irrelevance argument in Coasean terms highlights some of the defects in the conclusion that intellectual property law is irrelevant to the information commons. The Coasean formulation of irrelevance rests on the assumption that transaction costs are low. But, as is well known in the literature, it is not clear how low transaction costs have to be in order for the conclusion of irrelevance to follow. Certainly, if transaction costs are zero, then the proposition follows as a logical matter, but a world without transaction costs is a rarefied world without friction. The operational form of Coase’s argument urges policymakers to design legal rights in a way that minimizes the transaction costs of bargaining. In other words, legal entitlements are to be established in order to allow them to be traded. This directive, however, assumes the desirability of trading entitlements, and current scholarly thinking suggests that there are certain situations when it may be desirable not to let legal entitlements be easily bargained away, either for nonefficiency goals or to further the efficient allocation of contested resources. The point is that irrelevance of intellectual property, in Coasean terms, rests on being able to ascertain the level of transaction costs independent of the design of legal entitlements. As both a theoretical and a practical matter, this independence is a heroic assumption to the conclusion of irrelevance.
More importantly, there is another compelling reason to reject the irrelevance argument that does not rest on the fragility of the Coasean argument. The argument for irrelevance as I have presented it here rests on a separability between formal law and informal norms and customs. Developments in intellectual property belie this separability. For example, while fair use may rest in practice on customary behavior and organizational norms with respect to copying, the tendency has been to make fair use more lawlike, with a movement away from the interpretation of fair use as an equitable rule of reason toward the attempt to reconstitute fair use in formal doctrinal terms. Experimental use in patent law seems to be taking a similar turn, as courts narrow the scope of the exemption to a narrow protection for philosophical inquiry without protection for actual practices. In fact, the debate over experimental use is increasingly becoming one of the statutory bases for the exemption, rather than a customary one. These specific examples of the tension between formal law and informal norms and customs are symptomatic of a larger change in the background set of social and economic relations against which informal norms and customs are defined. Norms and customs are particular to specific communities, and as the shape of the communities morphs, so do the resulting informal norms and customs. The trends in intellectual property toward greater protectionism reflect the increased corporatization of the marketplace and the globalization of production and consumption. When norms and customs are defined by a market-driven, corporate culture, the case can and should be made that what we need is more formal law that protects the interests of users and consumers. Accepting the argument that intellectual property is irrelevant begs the question of what type of formal laws and informal norms and customs are desirable in order to reach the normative vision of the information commons.

Aligning the Cart and the Horse
This section addresses the question of the relationship between intellectual property and the information commons. I have addressed three possible answers to this question, which I have labeled the constrictive argument, the facilitating argument, and the irrelevance argument. Each of these arguments is uniquely flawed, but the three share a common error of assuming a particular, essentialist view of intellectual property. Each position fixes intellectual property either within a specific meaning of exclusivity or within a vision of a particular relationship between
formal law and informal norms and customs. The more salient question, however, is what we want intellectual property to be in order to reach a normative vision of the information commons. While each argument alerts us to the potential problems and advantages of intellectual property for creating an information commons, none directly addresses how intellectual property is an instrument that we can fashion and utilize in designing the information commons. I now turn to this challenging task. The next section ascertains three guiding principles in designing the information commons; the following section illustrates the problems of designing an information commons through three examples.

Some Guiding Principles for Commons Design

In this section, I elaborate on three principles that should guide us in the design of the information commons: imitation, exchange, and governance. The information commons, with its assurance of open access, implements each of these principles. In turn, understanding these principles helps us grasp why the information commons is desirable. Open access facilitates imitation, which I demonstrate is important for progress in expressive and inventive activities. Open access also facilitates the exchange of information, both through market and nonmarket transactions, that fuels creation and invention. Finally, open access fosters governance structures that aid in cultural production. These three principles not only guide the design of the information commons, but also the structure of intellectual property as a means to implementing that design.

Imitation and Progress

Imitation, as the cliché states, may be the sincerest form of flattery, but within most current intellectual property regimes, imitation will often be the first step to being sued for infringement. In a famous copyright opinion concerning protection of advertising posters, Justice Oliver Wendell Holmes epitomized the traditional view of imitation within intellectual property:

Even if [the pictures] had been drawn from the life, that fact would not deprive them of protection. The opposite proposition would mean that a portrait by Velasquez or Whistler was common property because others might try their hand on the same face. Others are free to copy the original. They are not free to copy the copy. The copy is the personal reaction of an individual upon nature.
Creativity is the imposition of the human imagination on nature. Creative works are a copy of nature filtered through the human mind, and intellectual property does not give the individual creator the right to copy from nature. While imitation from nature is not restricted under intellectual property, imitation from other individuals is. This view of imitation lays the foundation for intellectual property that is proprietary, including only the products of nature within the domain of the commons. My contention is that Justice Holmes has it wrong about imitation. In fact, imitation from other individuals, “copying the copy,” is crucial to creativity and progress. An apocryphal story has Hunter S. Thompson learning to be a writer by typing over and over again the published work of an admired author (Menard 2005, 27). Although possibly copyright infringement, Thompson’s imitation is also a common way information and knowledge are conveyed.

I am not suggesting that imitation is the only means of cultural transmission. As a couple of scholars have put it, “imitation is not sufficient for culture” (Visalberghi and Fragaszy 1996, 278). Nor am I suggesting that it is necessary. Imitation, however, is one important way cultural expressions and innovations can be propagated. Therefore, it is dangerous to categorize all imitation as actionable intellectual property infringement. Teachers, especially, should not be concerned that I am advocating plagiarism. In the production of student work, originality and attribution are important for intellectual development and social comportment in academic environments. But as a teacher, I am struck by how much learning does in fact occur through copying. As with Thompson’s example, tinkering with someone else’s expression can be a valuable experience in improving one’s own writing. Such tinkering is analogous to experimental use in patent law, a practice currently under fire. Of course, there is a difference between copying to understand deeper structures and patterns and rote learning. But there also is a difference between imitation that should be actionable as infringement and imitation that should not be. The task is to understand those distinctions.

Research in the educational psychology literature supports my contention. For example, Elisabetta Visalberghi, a psychologist with the National Research Council in Rome, and Dorothy Fragaszy, a psychologist at the University of Georgia, identify several key influences of imitation on education and learning. First, imitation “can be a quicker way of learning than individual trial-and-error experiences” and can be “safer in some circumstances than learning on one’s own” (p. 278). Second,
imitation “allows the transmission of information and behaviors across individuals, a component of culture in its human form” (p. 278). Finally, imitation “is an inherently social process, involving observation of one individual (an ‘expert’) by another (an ‘observer’)” (p. 278). Although the two psychologists base their research on observing imitative behavior among monkeys and apes, they conclude that “imitative capacities and teaching in nonhuman primates do not approach those of humans” (p. 297), for whom “imitation is ubiquitous and apparent perhaps from birth” (p. 297). In short, imitation not only “aids learning new skills,” but also is “used socially . . . as a probe in social interactions” (p. 297). The educational psychology literature also suggests that imitation is important for language acquisition among children and is important in kindergarten children’s efforts to learn social norms and cognitive skills. The literature is careful in distinguishing among different types of imitation, identifying three categories of behavior: (1) same behavior, (2) matched-dependent behavior, and (3) copying (Rosenblith 1959, 69). The first two types of behavior have educational or cognitive content. The third can be understood as mimicking behavior and serves to transmit models of behavior and role playing.

Imitation has important pedagogical and social functions, and the design of intellectual property law should rest on a more sophisticated view of copying than that evinced by Justice Holmes. The point is quite different from the familiar argument that most creation is cumulative or collaborative. The arguments based on cumulative or collaborative creation distinguish permissible borrowing from impermissible copying—for example, in the construction of derivative works or improvements. My point, however, is that copying itself has value. The value of copying, however, does not and should not devalue copyright or other intellectual property law. Even if imitation for pedagogical purposes has a recognized purpose, it is quite a leap to suggest that there is value to someone selling or even distributing illegally obtained copies of a blockbuster movie or novel before it hits the marketplace. But the lesson from educational psychology that copying has social value has important, and often ignored, implications for intellectual property’s admonition against unauthorized copying. Scholars of music appreciation and music education have shown that imitation is important to the experience and transmittal of musical meaning (Cox 2001, 196). Legal restrictions on unauthorized performances of musical works should be designed to reflect this value of imitation, and to a certain extent they do through
the various exclusions under U.S. copyright law for public performances of musical and other works. Furthermore, the learning on imitation has implications for experimental use in patent law. If imitation is useful for learning how things work, whether it is social knowledge or information, then we need to reconsider patent law’s restrictions on experimenting on patented subject matter. Experimental use should not be relegated to mere philosophical inquiry, but should be broadened to permit the realization of value through imitation. Finally, even though the concept of imitation is described at the level of the individual, societies too imitate each other, as some critics of globalization who decry the spread of American brand names would quickly point out. In fact, within the field of intellectual property, much of the early learning of technological improvements and legal structure were imitations of counterparts in England (Ben-Atar 2004, 113–16). Holmes’s formulation of copying justifies legal protection for copies and the social sharing of originals. One interpretation of his copy-original distinction is consistent with the idea that all human expression is just an imitation, or mimesis, of nature. The theory of mimesis has come under criticism from the theory that all expression, even seemingly realistic expression, is semiotic, consisting of a series of signs that are coded by the creator, decoded by the user, and recoded by subsequent creators (Blinder 1986, 19). Both of these theories, as applied to copyright, focus on the regulation of the work under intellectual property law. The conception of imitation that I have presented in this section focuses on cognitive and behavioral processes and serves to show that imitation is important to the process of learning and socialization. For Justice Holmes, the copy of the original that is protected by intellectual property captures aspects of the human personality that should be protected from appropriation by others. However, imitation or copying is also an important way we each learn to develop that human personality.

In conclusion, the process of imitation is important for the transmission of social and cultural knowledge. This is the first principle that should guide us in structuring intellectual property as part of the design for the information commons.

Exchange and the Market Commons
Imitation forces individuals to be similar. But it is a truism that individuals, even in a commons, will vary in their interests, desires, needs, and abilities (Hirschman 1977, 10–13). These sources of heterogeneity are
important for society from perspectives of both evolutionary development and sustainability. The value of heterogeneity is realized through the process of exchange and particularly from exchange coordinated through organized and well-regulated markets. The principle of exchange, as implemented through a well-regulated marketplace, is the second basis for guidance in the design of the information commons.

The phrase “well-regulated marketplace” may be dissatisfying to those concerned about the trend toward commodifying knowledge, as occurs when basic scientific ideas are allowed to be patented. But the emphasis on regulation rather than marketplace is key to the argument. The rhetorical move is not to endorse a laissez-faire approach, but to recognize that the marketplace itself is a tool of administration. The question becomes how to appropriately structure and regulate the marketplace. For intellectual property, the difficult issue is reconciling the marketplace with other institutions, such as universities, not-for-profit research communities, and public interest organizations that seek to tap invention and “promote progress.”

Economist and political scientist Charles Lindbloom (2001, 258–259) captures my thoughts well with his description of the market as a “state administrative instrument.” This description characterizes the market as a means and not an end in itself, and specifically a means of statecraft. His point is not to design regulation on some ideal of what a market should be, whether that ideal is the one of perfect competition that appears in economics textbooks or one of libertarianism and free contract. Rather, the market provides a mechanism through which conduct can be regulated and certain problems of resource allocation can be solved. Like all policy instruments, the use of free markets should be contested and assessed in the same way as democratic societies would assess tax policy, legislation, and economic subsidies.

Patents and copyrights fit neatly into Lindbloom’s view of markets as an instrument of administration. Historically, patents and copyrights were a grant by the sovereign conveying exclusivity over certain activities, such as mining, and evolved into grants that conveyed exclusivity in the marketing of certain novel inventions (Kaufer 1989, 1–5). The Statute of Monopolies, which limited the sovereign’s power to grant certain types of market exclusivity, exempted patents and copyrights (pp. 6–8). As a grant, patents and copyrights shaped the creation and development of markets. Under modern law, patents and copyrights serve as a way to administer and organize markets. When scholars speak of
patents and copyrights as addressing market failures, it is clear that patents and copyrights are being described as an administrative tool. But the scope of patents and copyrights as an administrative tool has not been fully appreciated and explored. Instead, the social-contract view of patents and copyrights has reduced the patent grant to a quid pro quo: the purchase of progress in exchange for exclusivity. The view of patents and copyrights as reward emphasizes only one dimension, as compensation for invention, and ignores the role of patents and copyrights as means of regulating markets.

Critics may accuse me of projecting a particular vision of markets onto a legislative scheme, ignoring the legal context of the scheme. Paul Schwartz and William Treanor (2003, 2414) make a criticism of this type in their recent dissection of the constitutional arguments made against copyright term extension in *Eldred v. Ashcroft*. Labeling the group of scholars opposing copyright expansion “IP Restrictors,” Schwartz and Treanor demonstrate that if Eldred had been successful, the resulting decision would have been another *Lochner v. New York*, the 1905 case striking down state maximum-hour legislation, which represented the bellwether of judicial activism against state economic regulation.4 Just as the *Lochner* majority imposed a substantive vision of the economy on the due process clause that ignored economic realities and the legislative process, so the IP Restrictors, according to Schwartz and Treanor, seek to impose a substantive vision of intellectual property and competition on the copyright clause. Schwartz and Treanor (2003, 2341) conclude that it was appropriate for the Court to defer to Congress on intellectual property, just as the Court has learned to defer to economic regulation in other contexts after the jurisprudential shift away from the *Lochner* decision.

While I sympathize with Schwartz and Treanor’s skepticism toward constitutional intellectual property law, I part company when they state that “from the vantage point of constitutional law, intellectual property should be treated as a form of constitutional property” (p. 2335). This is a loaded claim. Schwartz and Treanor’s point is that the Court should give the same deference to the legislature in its interpretation of Article I, Section 8, Clause 8, as it does in its interpretation of the contracts clause or the due process clause. But needless to say, recognizing “constitutional property” can work in many ways. In *Dred Scott*5 the Court recognized slaves as a form of constitutional property that justified not paying deference to congressional legislation. The *Dred Scott* decision is
precisely the type of judicial activism that Schwartz and Treanor would find abhorrent. The problem is that a naked appeal to “constitutional property” ignores the kind of property and regulation at issue in a particular dispute.

The problem with *Lochner* is not so much that the Court failed to pay deference to regulation of constitutional property rights, but that the Court found that redistributive measures are categorically, as a matter of constitutional law, outside the police power of the legislature. As a result, the *Lochner* decision set the laissez-faire distribution of resources in stone. The problem was not lack of deference to the legislature but too much deference to the market. Similarly, the problem with *Eldred* is the Court’s view of intellectual property in terms that considered only the rights of the creator and ignored the interests of users, follow-on creators, and institutions that depend on intellectual property, contrary to the history of the intellectual property debate. Copyright and patent serve to regulate the marketplace and should be understood not in terms of the unfettered marketplace, but in terms of the structured marketplace that facilitates innovation and creativity.

For some, my argument that the marketplace has a place in the information commons may seem contrary to the openness of the commons. The marketplace rests on exclusion and self-aggrandizement through profit seeking. The commons, by contrast, is designed to be unconstrained and open to all, at least according to one view. But this potential criticism rests on an idealized notion of the commons and an equally idealized, if dark, conception of markets (Chander and Sunder 2004, 1332). Within the commons, conflict of interest will arise. Individuals will have different conceptions of the good and will be driven to satisfy human desires and wants. The tragedy of the commons is one example of conflict among individuals in the commons. The commons will need to be regulated. My suggestion is that the market is one type of regulatory instrument, one that can serve to coordinate differences in interests and desires through exchange. As Carla Hesse (2002, 2a) has pointed out, even in much earlier periods, such as Confucian China, pre-Enlightenment Europe, and the early Islamic era, “the virtually universal proscription of private ownership in ideas . . . did not, of course, mean that ideas flowed freely.” “God’s agents,” often in the form of state or religious institutions, would deeply control the flow of information (p. 29). The market not only provides a way to coordinate interests over contested resources, but also serves as a democratizing institution to
counter concentration and control of ideas. In fact, the critics of commodification today aim their assault not at the market itself, but at the way markets are controlled by dominant corporate interests through intellectual property law (Litman 2000, 122–51). The market, therefore, is an important organizing institution for the information commons, but one that needs to be well regulated to maintain the values of open access.

Governance and Cultural Production

The well-regulated marketplace should be understood in terms of the broader democratic values that inform the commons. The third guiding principle for the construction of the commons is recognizing the importance of governance for cultural production.

Government has a role in creating the requisite institutions for democratic governance. To the extent that markets are among these institutions, the government functions of financing cultural production and facilitating sharing are relevant here. Also relevant, particularly for non-market institutions, are three other government functions necessary for cultural production: (1) the creation of public forums for participation, (2) the development of cultural infrastructure to facilitate autonomy and participation, and (3) the creation of open systems that permit transparency and access to cultural artifacts (Ghosh 2003, 417–418).

The creation of public forums has noneconomic values, such as providing venues for participation and the exercise of creative pursuits. I have several things in mind here. First, at the level of local government, public forums can be created by shared spaces, such as sidewalks and parks, in which open speech with minimal regulation is permitted. At the national level, First Amendment law also plays a key role in the creation of public forums through protections for certain types of speech, protections for certain speakers, and, most relevant, protection for speech in certain places through various restrictions on the regulation of the media.

The government provision of cultural infrastructure occurs in many ways, from income-distribution programs that support the arts to the creation of institutions for the collection of cultural artifacts. The Work Projects Administration (WPA) provides a unique example of the government’s efforts to promote cultural production in order to redistribute income. Under the WPA, unemployed authors and mathematicians were hired to produce important cultural works, including tables of logarithms, tables of integrals, and what have been described as exemplars
of premier regional writing—the WPA guides to various states, documents that recorded the history and culture of the then 48 states. While these projects could be seen as “make-work” efforts in order to move the United States out of the Great Depression, the government’s involvement in creating important cultural artifacts should not be overlooked. The projects allowed unemployed authors to create works that would otherwise not have existed (Ghosh 2003, 420).

The goal of providing cultural infrastructure is also facilitated by government involvement in preserving minority cultures, such as through statutes like the Native American Grave Repatriation Act and policies to repatriate or preserve cultural artifacts. These preservationist goals are important to democratic culture in many ways. They permit the preservation and archiving of a national history that establishes an identity for citizens and a common reference point for deliberation and discussion over national issues (Ghosh 2003). For example, museum exhibits about the Japanese internment, or museums that record atrocities against Native Americans, serve as a reminder of the abuse of private and state power that can temper arguments about how to deal with minority populations in times of renewed racial and ethnic conflict. Furthermore, democratic governments have an obligation to ensure that minority populations are protected from the exercise of abuse by majorities. By supporting minority cultural production, democratic governments promote inclusiveness and allow for many interests to be voiced in the marketplace and other public forums. The point should be made that much of what I describe can take place, and in fact has taken place, through private associations. For example, the Holocaust Museum in Washington, D.C., and the Civil Rights Museums in Memphis and Birmingham were built with a mix of government and private funds. These three examples further support the argument that the government has played an important role in cultural production, developing a cultural infrastructure that protects the participation and autonomy of members of minority groups.

Finally, according to the theory of democratic governance, government can pursue the values of participation and autonomy by carrying out its function of creating open systems that facilitate transparency and access (Ghosh 2003, 421). This function entails more than creating public forums. Understanding this function requires understanding the term cultural artifact broadly. My examples of cultural artifacts have included items in museums, literary works, music, and other creations of the
human mind, such as the WPA regional guides. Other examples of cultural artifacts would include legal rules (whether judicial opinions or code), the products of university research (whether in the humanities or the sciences), textbooks, population data, and other types of information. Including the creation of these items as cultural productions has two purposes. First, some of these items are primary cultural materials that are necessary for the operation of the other two government functions. For example, the Native American Grave Repatriation Act carries out the government function of creating cultural infrastructure. If the underlying law is inaccessible to the groups and interests that it is trying to protect, the goal of creating cultural infrastructure is undermined. Second, these items of cultural production are themselves important cultural records that can inform the creation of cultural artifacts. Records of population movements and historical records of seemingly banal items like shipping manifests can be the basis for the creation of cultural products, as any student or practitioner of history or historical fiction would attest. Open systems of recording and preserving information are important ends for the government under the theory of democratic governance.

The third principle connects with the other two. Cultural infrastructure, as described in this section, allows for the type of imitation that permits cultural learning and transmission. Cultural infrastructure also permits the well-regulated marketplace within which diverging interests can be coordinated. The vibrancy of the commons requires governance that promotes cultural production through the creation of cultural infrastructure. Governance of the commons, however, must also take into consideration the principles of imitation and the well-regulated marketplace. The three principles work together to help us construct intellectual property systems that help us achieve the open-access goals of the information commons. In the next section, two examples illustrate the application of these principles to commons construction.

File Sharing and Experimental Use: Two Illustrative Commons

I have presented three guiding principles to aid in building an information commons. These principles can be seen in action through two illustrative examples: file sharing and experimental use in the pharmaceutical industry. These examples show not only the application of the guiding principles, but also the many forms an information commons can take depending on the resources and the interests at stake.
The Technological Commons of Copying

Peer-to-peer file sharing poses a challenge to copyright law, one accepted by the U.S. Supreme Court by granting review of *MGM v. Grokster* in 2005. The new technological means of copying and distributing copyrighted materials challenge not only legal doctrine but the market structure within which such materials are developed and disseminated. The three guiding principles of imitation, exchange, and governance assist in meeting the challenge by showing how to structure the information commons made possible by file sharing.

At the heart of file-sharing technologies is the ease of copying and transmitting information. Copying, however, has many means not readily captured by the term *piracy*, which is often too readily used to dismiss all applications of file sharing. Not only does the label *piracy* assume that the copyright owner has a broad exclusive right to deny access to works, but the label also ignores the various values of copying. To vest in the copyright owner the exclusive right to prevent all copying divests users of the pedagogical and interpretative values created by imitating music and other works. As noted earlier, the educational psychology literature shows that musical understanding is enriched by being able to perform and listen to music repeatedly, acts that will entail copying in most instances. The problem, of course, is that the reality of file sharing seems to be trading copyright works without charge. The uses of file sharing may not, as a consequence, serve the types of cultural goals that the psychology literature uncovers. Nonetheless, in assessing the values of file sharing, we must be careful not to paint copying and imitation with too broad a brush stroke, with the result of dismissing all activities under the questionable label of piracy. Instead, the various types of imitation should be recognized and balanced against the potential uses of file-sharing technologies.

The danger of adopting broad categories is even more salient in assessing file-sharing technologies within the framework of exchange. File sharing allows users not only to copy but also to disseminate information, and in many ways the dissemination allowed by file sharing is what copyright owners find problematic. As a mechanism of exchange, file sharing poses a threat to established markets for music, movies, and other forms of knowledge. The controversy over file sharing can be characterized as a conflict between commodified information and noncommodified information. But this characterization overstates the case. There is no question that many file-sharing systems, while operating for free or
based on advertising revenue, have the potential to evolve into for-pay systems. The real question is what form the market will take. The concentrated market for music, within which distribution occurs through retailing and broadcast licensing, is tested by a decentralized mechanism that allows music to be distributed without the bundling of the conventional compact disc. The success of the iPod illustrates the viability of alternative mechanisms. The importance of market mechanisms, however, should not lead us to believe that markets will be the only form of distribution. What is at stake is the viability of new forms of exchange that file sharing makes possible when interests are unwilling to adapt existing business models.7

Finally, the principle of governance and cultural production also shapes file sharing. In fact, the viability of file sharing is affected by and affects the structure of the Internet. Issues of governance arise at two levels. First, the structure of file sharing is influenced by the rules of intellectual property, particularly the rules of fair use and of secondary liability. Second, file sharing allows a deconcentrated structure of the market for the transmission of information, where multiple websites potentially replace territorially spaced and branded retail outlets and information can be produced and consumed outside the boundaries of conventional media, such as books and discs. Each set of governance issues requires us to think how cultural artifacts will be produced and disseminated and what forms they will take. File sharing creates new forums and infrastructure for cultural production, and the resolution of governance issues will shape the structure of these forums.

With these three principles in mind, we can assess how file sharing should be treated in order to create an information commons founded on the value of open access. In the MGM v. Grokster case, the Supreme Court established the viability of the substantial noninfringing-use doctrine, articulated in 1984 in its famous Sony decision about the liability of VCR manufacturers for contributory copyright infringement.8 The Court, however, also endorsed inducement as an alternative test for contributory infringement. The substantial noninfringing-use doctrine provides a legal test for liability of creators of technology that facilitate copyright infringement. The test is one of secondary liability, rather than direct liability for copyright infringement. In applying the substantial noninfringing-use test, the court will consider the uses of a technology that do not result in copyright infringement and test to see if the noninfringing uses outweigh the infringing uses. If the noninfringing uses are
more substantial than the infringing uses, the maker of the copying technology is not liable for copyright infringement. For example, in the *Sony* case, the Supreme Court found that the VCR could be used for noninfringing uses, such as watching a television program at a different time than when broadcast. This noninfringing use was more substantial than infringing uses of unauthorized copying of copyrighted programs, the Court concluded, and held that Sony, the maker of the VCR, was not liable for copyright infringement.

The efficacy of the substantial noninfringing-use test rests on how the words *infringing* and *substantial* are interpreted. Whether a use is infringing hinges on formal copyright law, including the meanings of infringement of fair use within the copyright statute. In its *Sony* decision, the Supreme Court held that copying to watch a program at a different time constituted fair use because the practice had a minimum effect on the market for the copyrighted work and in fact expanded the market by allowing users to watch a program when it otherwise could not. In *Napster*, an early file-sharing case, the U.S. Court of Appeals for the Ninth Circuit held that file sharing did not constitute fair use because it adversely affected the potential market for song downloads by offering a costless alternative to users. The same court, with a different panel of judges, found that the Grokster file-sharing service did constitute fair use because the technology facilitated the widespread sharing of materials that were non-copyright-protected as well as materials that were. The meaning of *infringing* is fact specific as well as being informed by normative perceptions of technologies. Similarly, how substantial a use is rests on an open-ended comparison of the various ways technology can be used. In *Sony*, for example, the Supreme Court seemingly relied in part on a quantitative inquiry. In *Grokster*, the Ninth Circuit gauged the potential of file-sharing technology and recognized myriad uses that would facilitate, rather than violate, copyright law.

The substantial noninfringing-use test is a helpful test for assessing the liability of creators of copying technologies. By focusing on how the technology is used and taking into consideration potential noninfringing uses, the test is technology-friendly. The devil is in the details of the test’s application, particularly in the meanings of *infringing* and *substantial*. The three guiding principles, however, can provide an interpretative baseline for understanding these terms. If an information commons should be formed using the principles of imitation, exchange, and governance, then substantial noninfringing use should be understood consistently
with these principles. In other words, *infringing* should be understood in a way that facilitates beneficial imitation, the type of open-market exchange that generates a thriving commons, and governance structures that promote cultural infrastructure and production. What this means in practice, for example, is rejecting the notion in Napster that file sharing preempts copyright owners from developing their own download markets. Instead, the Ninth Circuit should have considered ways file sharing could create new markets and methods of distribution. Furthermore, courts are correct in considering the centralized structure of various file-sharing systems, because this dimension affects the governance systems and types of cultural infrastructure necessary for cultural production.15

Unfortunately, the Supreme Court’s decision in *Grokster* adds more confusion to the debate over the legal treatment of file-sharing technologies. While the Court unanimously upheld the *Sony* standard, the nine justices split three ways in their clarification of the standard, with three justices (Ginsburg, Rehnquist, and Kennedy) narrowing it, three (Breyer, O’Connor, and Stevens) expanding it, and three (Souter, Scalia, and Thomas) declining to address the issue of clarification. More troubling, the nine justices also unanimously agreed that creators of technology can be held secondarily liable for copyright infringement if the technology is distributed “with the object of promoting its use to infringe copyright, as shown by clear expression or other affirmative steps taken to foster infringement.” The Court stated that a trial was necessary to determine if *Grokster* would be liable under this newly articulated intent standard. The creation of this new standard will most likely turn out to be either irrelevant or unnecessarily burdensome. Its irrelevance reflects how easy it may be to avoid liability under the new standard. The creator of the technology should be advised not to do or say anything that suggests the fostering of infringement in the marketing of the technology. More troubling is the possibility that litigants and courts may use the *Grokster* decision as an invitation to more closely scrutinize the design of copying technologies. The possibility of protracted lawsuits that attempt to gauge the intent of the creators of new technologies may have a chilling effect on both the dissemination and development of innovative products and services. Instead of clarifying the *Sony* standard, which was the primary reason the Court was asked to review the case, the *Grokster* decision may hinder the promotion of the information commons based on file-sharing technologies.
Imitation and Experimentation with Pharmaceuticals

Under U.S. law, a pharmaceutical company must obtain approval of a new pharmaceutical product from the Food and Drug Administration before selling the product. The FDA will review the product for its safety and efficacy based on clinical data provided by the company. To avoid competition from knock-offs of its product, the company will also seek patent protection for the pharmaceutical. The interplay between the patent system and the system of food and drug regulation creates interesting challenges, which are the subject of *Merck v. Integra*. The requirement of clinical trials for new pharmaceutical products poses a challenge for the marketer of a generic version of a patented pharmaceutical product. In 1984, Congress enacted 35 USC § 271(e), often referred to as the Bolar Amendment in reference to the Federal Circuit decision the provision overruled. The Bolar Amendment excluded from infringement the making, using, selling, offering to sell, or importing of “a patented invention . . . solely for uses reasonably related to the development and submission of information under a Federal law which regulates the manufacture, use, or sale of drugs.” The purpose of this provision was to provide generic drug manufacturers with the freedom to operate in developing the market for generic versions of patented pharmaceuticals and to limit the de facto extension of the patent term of the patented product while the generic version generates clinical trials once the patent does expire. Under the amendment, generic drug manufacturers can make, use, sell, or import the patented drug while it is still under patent to prepare the clinical trials needed for FDA approval. The issue in the pending *Merck* case is the meaning of what acts are ones “solely for uses reasonably related to the development and submission of” clinical trial data to the FDA.

The patent at stake in *Merck* is owned by Integra and covers a short peptide segment that promotes cell adhesion and growth for the benefit of wound healing and biocompatibility of prosthetic devices. The promotion of cell adhesion and growth also enables blood vessels to grow new branches through controlled interactions. A researcher at Scripps discovered that key blocking receptors that play a pivotal role in Integra’s patent could also be used to inhibit tumor growth. Merck, on hearing of these potential developments, hired Scripps and the particular researcher to make the “necessary experiments to satisfy the biological bases and regulatory (FDA) requirements for the implementation of the clinical trials,” as stated in their written agreement. When Integra learned
about the relationship between Merck and Scripps, the company offered to license its patent to the joint venturers. After rejection of the offer to license, Integra sued Merck and Scripps for patent infringement, with Merck raising, among other defenses, its rights under the Bolar Amendment. The district court found that the exemption did not apply, and the Federal Circuit affirmed. The Supreme Court subsequently reversed the Federal Circuit.

The Federal Circuit provided a fairly clear rationale for its affirmation. According to the court, “the Scripps work sponsored by Merck was not clinical testing to supply information to the FDA, but only general biomedical research to identify new pharmaceutical compounds.” The experimental research was characterized as “a hunt for drugs that may or may not later undergo clinical testing for FDA approval.” The 1984 Amendment was enacted to facilitate “expedited approval of a generic version of a drug previously approved by the FDA” and “does not globally embrace all experimental activity that at some point, however attenuated, may lead to an FDA approval process.” In other words, the experimental-use exception under 271(e) applies only to work required for the development of clinical trials, not for the search for new products. The Federal Circuit presents a bright-line rule for the exemption, applying it only for research activities leading to clinical trial data to be submitted to FDA review.

Judge Pauline Newman, in her concurrence/dissent, questions whether such a bright light can be applied to the research process. The early experimental stage of drug development may uncover safety or health issues that may become relevant for the FDA-required clinical trials. It may not be clear when it is too early for a researcher to seek shelter under the 1984 Amendment. In her support, Judge Newman employs the values of the patent system:

The purpose of a patent system is not only to provide a financial incentive to create new knowledge and bring it to public benefit through new products; it also serves to add to the body of published scientific/technologic knowledge. . . . The right to conduct research to achieve such knowledge need not, and should not, await expiration of the patent. That is not the law, and it would be a practice impossible to administer.

With her appeal to the role of the patent system in enriching the body of scientific and technological knowledge, Judge Newman would have permitted broad experimental use of patented pharmaceuticals by generic drug manufacturers.
The three guiding principles for building an information commons provide some insight into how to interpret the confounding language of “solely for uses reasonably related to.” If the goal is to create an information commons, and certainly the promotion of generic drug competition is consistent with this goal, then the reasonableness of an experimental use should be understood in terms of the values of imitation, exchange, and governance. Experimentation reflects the positive values of imitation, particularly the learning by doing that is important for the dissemination and transmission of information. Furthermore, exchange through open markets is an important dimension of the commons, and the history of the Bolar Amendment shows that the provision was designed to facilitate the entry of generic drugs into the marketplace. Finally, experimentation must also be understood in terms of the governance structure of the pharmaceutical industry. The entry of new drugs implicates not only patent law, but also food and drug law. The experimental use at issue in *Merck* entails not only the creation of new, nonobvious, and useful drugs, but also ones that are safe and effective. The Federal Circuit’s bright-line test between preclinical and clinical experimentation ignores that drug research and development may not follow such a neat, linear path. Furthermore, Judge Newman’s dissent, which evokes the values of patent law and the information commons quite passionately, focuses solely on the patent balance and does not expressly incorporate the issues posed by FDA review. Since drug developers must surmount two hurdles in practice, the patent obstacle and the FDA obstacle (the first by choice and market reality, the second by necessity), the Bolar Amendment should be read broadly to allow experimental uses to create safe, effective, new, and nonobvious pharmaceuticals.

The Court did endorse a broad reading of “reasonably related” in its 2005 *Merck* opinion. Specifically, a unanimous Court held that
The Court’s conclusion rests on a recognition of the need to experiment with patented drugs in order to promote research that may lead to the development of generic drugs. The protection of research and experimentation is consistent with the values of the information commons articulated in this chapter. Broad experimentation on patented drugs recognizes the need for copying of protected chemical compounds to understand how they work. Furthermore, experimentation is a first step in the development of generic products that can compete in the marketplace with the patented substitutes. Finally, the Court’s reference to drug makers and scientists demonstrates an appreciation of the scientific culture, at least as it functions in a commercial setting. The Merck decision provides an example of how the information commons can be accommodated in the current atmosphere of privatization and commercialization that permeates intellectual property.

Conclusion

This chapter began with a question and ended with a blueprint for an information commons. If the argument has been successful, it should convince the reader that the question of the relationship between intellectual property and the commons is one of means and ends. The design of intellectual property systems should be undertaken with the understanding that intellectual property law is a tool for structuring the information commons. The hard question is one of developing guiding principles for building an information commons that will in turn inform intellectual property policy. I have suggested three principles—imitation, exchange, and governance—and have shown how they can be applied to two pending cases in copyright and patent law. As a scholar, I have no pretensions that my prescriptions will be adopted. But whatever direction intellectual property law takes, the holy grail of the information commons and open access may become more attainable with the understanding that intellectual property policy should recognize the importance of imitation, exchange, and governance. Whether intellectual property constricts, facilitates, or becomes irrelevant to the information commons depends on what we make of the institutions we have and the institutions that are yet to be.
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Collective Action, Civic Engagement, and the Knowledge Commons

Peter Levine

For the most part, the other chapters of this book treat knowledge as a good. The authors advocate better ways to create, disseminate, preserve, and organize knowledge as a common resource. While I certainly share the goals of those chapters, the focus here is somewhat different. I take the process of creating public knowledge as an additional good, because such work builds social capital, strengthens communities, and gives people skills that they need for effective citizenship. If this is correct, then we should aim to include as many people as possible in the collaborative creation of “free” (i.e., open-access) knowledge. Not only scholars and librarians, but ordinary people should be knowledge creators.

This chapter defends a strategy for increasing opportunities to create shared knowledge. That strategy underlies some concrete work that my colleagues and I are conducting at the University of Maryland, often in collaboration with allies at other universities. Our strategy assumes that associations (not just loose groupings of people) are needed to support a knowledge commons in which ordinary citizens can be creative. Young people—above all, adolescents who are not already on track for college—must be included in these associations, or else the future of the knowledge commons will be threatened. Universities have a potentially constructive role to play, and may benefit if they work more collaboratively with the communities around them. Finally, there is a particular need for associations that create local knowledge: information and insights of use to places and communities.

These are the strategic assumptions that guide our work. They are consistent with a political philosophy that Harry Boyte and others call “public work”; I conclude by explaining why that philosophy is relevant.
An Example

Some University of Maryland colleagues and I are studying the geographic causes of obesity. An emerging body of scientific research suggests that your health depends on your weight, and that how much you weigh depends on precisely where you live. If there are stores nearby that provide healthy produce, you will eat better. If between you and a shopping district there are streets with sidewalks, safe crosswalks, and low crime, you are likely to walk every day. But if you live in a suburban cul-de-sac with no sidewalks at all, if you are afraid of muggers in the park, or if there is a fast-food restaurant much closer to your house than the nearest greengrocer, you are more likely to become obese.

We are working in a community where the majority of the population is African American or Latino, the median income is modest, and the landscape is very diverse, ranging from suburban ranch-house lanes to traditional urban grids to clusters of large apartment blocks. In general, minority people, adolescents, and those with lower socioeconomic status (SES) are disproportionately at risk for obesity and related diseases such as diabetes and hypertension; they are also relatively unlikely to lead active lifestyles. However, many of the studies that have demonstrated these correlations have investigated inner-city populations. It has thus been difficult to disentangle economic and cultural factors from geographic factors such as population density. We hope to get beyond the general correlation between SES and active lifestyles by identifying specific variables in the physical environment that more directly predict active-living behaviors.

So far, I have described a fairly standard social science project with policy implications. However, my own interest is not in nutrition or urban planning. Rather, my colleagues and I are constantly looking for ways to involve disadvantaged adolescents in creating sophisticated and valuable research that they can give away to the public. In our current project, college faculty and students will not conduct research alone. High school students—mostly not college-bound; all African Americans or new immigrants—will do most of the work. They will frame the research questions, collect the data in the field (using Palm Pilots to enter information), and make analytical maps for a public website.

This project is the latest in a series of informal experiments that have the goal of engaging youth in research of public value, using new information technology. Most recently, we worked with students at the same
high school to create a deliberative website about the desegregation of their own schools. In that work, oral history rather than geography was the relevant academic discipline. Before that, we helped students interview local residents and create public maps of community assets. Once we have completed the current mapping project, we will move on to new fields.

At this point, I cannot report that engaging youth in public interest research generates powerful effects. Our own project recently began; besides, it is not well designed to measure effects on the students. (The class is small and self-selected; there is no control group.) In many other places, adolescents are engaged in original, sophisticated, community-based research. However, there are no aggregate poll data that would help us estimate the effects of research on adolescent researchers. Nor can I find any effort to assess these projects in a serious, controlled way. The best available assessment presents mixed findings.

This, then, is a theoretical discussion. For reasons described below, I believe that we should ask young people to help build a particular kind of “information commons” in partnership with professional scholars, on the World Wide Web, for their geographic communities. This kind of work will benefit the young people who are directly involved, the universities that work with them, their communities, and the polity itself.

The Associational Commons

Our current project on geography and obesity is part of a nascent organization called the Prince George’s Information Commons. (Prince George’s County, Maryland, is where the University of Maryland is located.) We have a partner in the St. Paul Information Commons, which is connected to the University of Minnesota.

In their contribution to this book, Ostrom and Hess emphasize that *commons* typically involve the sharing of resources by multiple users. Often, the word *commons* implies that *everyone* within some relatively broad community (even the whole globe) has the right to share the resource. This usage allows us to distinguish between a “commons” and the property of a family or corporation, which is also shared, but only by specific people who are formally connected to the owner. Peter Suber describes open-access literature as an example of a “commons” because barriers of price and permission have been completely removed (although
other barriers, such as the cost of connecting to the Internet, may remain).9

If the shared artifact is a digital file, then many people can view it and copy it without degrading it or otherwise detracting from others’ use. Nonrivalrous objects are what Ostrom and Hess call “public goods,” in contrast to rivalrous “common-pool resources.” It is not always easy to build or maintain a commons composed of public goods, because people may lack adequate incentives to create and share goods that others will benefit from freely. Furthermore, some may pollute a public good or use it for harmful purposes. A commons composed of common-pool resources faces the same three problems, but in addition it is threatened by overuse.10

Just as a village commons is composed of shared grass, a knowledge commons is composed of shared knowledge. Ostrom and Hess note that knowledge involves discrete artifacts (such as articles, maps, databases, and web pages), facilities (such as universities, schools, libraries, computers, and laboratories), and ideas (such as the concept of a commons itself). Thomas Jefferson already realized that ideas are pure public goods, for “he who receives an idea from me, receives instruction himself without lessening mine; as he who lites his taper at mine, receives light without darkening me.”11 Facilities are usually rivalrous, yet they can be run as commons and can house shared artifacts—as Benjamin Franklin demonstrated when he founded the first public lending library.12 Both the library building and its collections were shared, even though they were scarce and rivalrous. In the age of networked computers, many artifacts that were rivalrous can be digitized, posted online, and thereby turned into public goods. Computer networks can themselves be seen as facilities that overcome some scarcity problems. The number of potential exchanges among people (or machines) that are linked in a network rises geometrically as the network adds members.13 Therefore, the more users, the better the network serves each user as a tool for communication and research.

I admire commons such as public libraries, community gardens, the Internet, and bodies of scholarly research because they encourage voluntary, diverse, creative activity. However, I have distinguished between a libertarian commons and an associational commons.14 In a libertarian commons, anyone has a right to use (and sometimes also to contribute to) some public resource. This right is de facto if no one is able to block access to the good or if no one chooses to do so. The right is de jure if
it arises from a law or policy that guarantees open access. In contrast, an *associational commons* exists when some good is controlled by a group. Boyle distinguishes between the commons and the public domain, noting that the former involves rules, norms, and other restraints that are absent in the latter.¹⁵

There is an important category of commons that are owned by private nonprofit associations. The owner (a formal organization) has the right and power to limit access, but it sees itself as the steward of a *public* good. As such, it sets policies that are intended to maintain a commons. For example, an association may admit anyone as a member, on the sole condition that he or she protects the common resource in some specified way. (Libraries tend to function like this.) Or a group may only admit those who have special qualifications, but impose obligations on its members in order to enhance the public good. (Scientific and professional associations often use this model.) Religious congregations, universities, scientific organizations, and civic groups vary in their rules and structures, but they often have this function of protecting or enhancing a quasi-public good.

I recognize that there is a powerful limitation to such associational commons: they are only as good as the associations that manage them. Just because a group is a nonprofit does not guarantee that it is fair, responsible, transparent, or honorable. Nevertheless, there is a great tradition of banding together into voluntary groups to protect a public good. This is what Alexis de Tocqueville found exemplary in the New World. He is often seen as a theorist of free association, but what he really admired were groups that generated public goods: “The Americans make associations to give entertainments, to found seminaries, to diffuse books, to build inns, to construct churches, to send missionaries to the antipodes; in this manner they found hospitals, prisons, and schools.”¹⁶ I believe that such associational commons are the heart of “civil society” and explain a considerable part of its appeal.¹⁷

Furthermore, I have argued that associational commons, while hardly infallible, have several advantages over libertarian commons. First, an association can defend itself; it can litigate and lobby to protect the public good of which it is the steward. In time-honored fashion, associations give their members “selective incentives” (such as free access to the good that they control) in return for support.¹⁸ Thus, for example, a religious congregation may own a beautiful building that creates “positive externalities” for the broader community: nice views, free concerts,
tourist revenues. The congregation may allow anyone who commits to its creed and pays tithes to join. Members then gain special access to the building (for instance, reserved pews and invitations to social events). In return, the congregation gains a bank balance with which it can hire masons if the building is damaged, and lawyers if there is a legal threat. In contrast, a libertarian commons such as the ocean suffers from a classic free-rider problem. Some people and groups benefit from degrading the commons, either by taking too much of it for themselves, fencing parts off as private property, or polluting it. Many people like the commons and wish to see it defended. But no one has a sufficient incentive to pay to defend a good that benefits everyone else as well.

The Internet was born as a libertarian commons, but today it badly needs organized defenders. The free distribution of ideas online is threatened by political constraints, such as censorship and the overprotection of intellectual property; by private pollution in the form of spam, viruses, and “flaming” (abusive text); and by corporate “enclosure.” For an example of enclosure, consider that if you visit a major corporate site, the source code will be hidden by technological means, and patents or copyrights may make imitation illegal. If you try to borrow Amazon’s “one-click” method of purchasing goods, you could be sued for stealing the company’s intellectual property, even though such “business methods” have never been patented in the past. In contrast, the early web had the feel of a commons—in part—because one could always see how a site had been constructed and freely imitate its technical features. These features were public goods. Meanwhile, cable companies and other providers of high-speed Internet access are eager to drive people to particular commercial websites with which they have financial arrangements. Users who want to be able to find sites of their choice and to create and share material are engaged in a constant struggle with large corporations that want to control search engines or to discourage individuals from creating their own content.

Sometimes, corporations help to create a commons. For example, with its search engine, Google has chosen to create a space with many commonslike features. Google ranks sites proportionally to the number of links from other sites. A link is a kind of gift or vote. A large number of incoming links does not indicate quality or reliability, but it does indicate popularity within the community of website owners. Google’s search results mirror that popularity. To be sure, money can buy popularity, yet there are many cheap sites that have become major nodes on the web.
In theory, Google could start charging for placement (not only for the advertisements that appear on the right side of the screen, but also for basic search results). However, that would be a risky move for the company, since its popularity comes from its commonslike feel. Besides, Google’s capacity to destroy the commons does not prove that there is no commons on its site right now. Every commons is subject to destruction and/or control. The Alaska wilderness is a commons, yet the state and federal government could suddenly decide to charge large fees for access. Thus the question is not whether Google must create and preserve a commons, but whether it has done so to date. In China, Google recently announced it will censor search results to conform to the government’s rules. Outside of China, however, its search engine continues to be a commons.

Nevertheless, corporate power represents a constant threat to the knowledge commons. Even if some corporations find that their interests align with the norms of open access temporarily, there is always a possibility that major firms will enclose or undermine the commons. This risk requires permanent vigilance and an organized response, which only associations can provide.

Second, an association is potentially democratic. It can offer its members opportunities to deliberate about policy and to make collective decisions with fair procedures. In contrast, a libertarian commons is difficult to regulate even if the vast majority of participants feel (and feel rightly) that particular rules should be imposed. For example, we might wish that the Internet combined free speech with privacy and avoided nuisances like “spam.” A commons is often most efficient and durable when “most of the individuals affected by a resource regime can participate in making and modifying [its] rules.”

Third, an association can publicly articulate a comprehensive set of values. A libertarian commons is free, but liberty may be the only moral norm that it embodies. In contrast, a university, a religious congregation, or a professional association can declare itself the defender of a basket of values, including freedom, public access, truth, sustainability, reliability, and/or decency. In some cases, a government may monitor the association to ensure that it serves its mission.

Fourth, an association can proselytize, in the best sense of the term. Any commons relies on a demanding set of norms and commitments,
such as trust, reciprocity, long time horizons, optimism about the possibilities of voluntary collective action, and personal commitment. In this chapter, I will describe people as having a “civic identity” if they have internalized these norms in relation to a particular public good. People are “civic” if they see themselves as responsible for the good, and if they act accordingly.

A civic identity is unlikely to develop automatically. We have to be taught to be civic; we are not born that way. Each generation must transmit to the next a moral concern for common goods. Young people must also be given particular skills, techniques, and “operational principles” to manage shared goods.23 As Ostrom argues, “At any time that individuals may gain from the costly action of others, without themselves contributing time and effort, they face collective action dilemmas for which there are coping methods. When de Tocqueville discussed the ‘art and science of association,’ he was referring to the crafts learned by those who had solved ways of engaging in collective action to achieve a joint benefit. Some aspects of the science of association are both counterintuitive and counterintentional, and thus must be taught to each generation as part of the culture of a democratic citizenry.”24

Knowing this, successful associations recruit members with an eye to the future, looking (for example) for young people who can replace their current membership and leadership in decades to come. Associations educate their recruits—and also the general public—about collective action in pursuit of their core values. If they have narrow constituencies, they may try to broaden their appeal. If they have broad but shallow support, they may try to develop a zealous core.

Indeed, I can think of no successful historical example of a commons that arose under conditions of total individual freedom—or as a gift of nature. Even oceans only work as common fisheries if fishing communities are highly organized and self-regulated. Commons are made possible by demanding moral norms and/or enforceable agreements, hammered out in groups, taught to each rising generation, and then reinforced by hard, collaborative work.25

In Prince George’s County, we are trying to build an independent, democratic association whose purpose is to create public goods using the new digital media. In the process, we hope to cultivate relevant skills and commitments among young people of color who are not on course to attend competitive colleges. This is a constituency that usually does not benefit from the Internet commons or have a voice in its future. We never
try to persuade these young people to adopt any particular view of the Internet or the major corporate and government policies that shape it. We do not tell them, for example, that the Internet is at its best when the architecture is “open end-to-end,” or that intellectual property is overprotected in the interests of Microsoft and other companies.\textsuperscript{26} We have not even exposed them to open-source software—although that might be a good thing to do. Instead, we help kids address local problems that they care about, using the most readily available technology. (Below, I discuss the value of local knowledge.) Ultimately, we hope that their direct experiences with creativity will make them skilled and independent judges of the policies that govern the new media.

So far, the Prince George’s Information Commons is not an independent, democratic association. It is a series of projects organized by a few University of Maryland colleagues, with the heavy participation of youthful volunteers. Since foundations fund these projects, the principal investigators are responsible and make many basic decisions. We decided not to start by creating a new association, because we believed that it would have been impossible to attract community members until we had created some tangible and valuable products for a public website. However, we have tried to honor associational norms by making our young participants feel that they are important members of a group, and by asking them to make as many decisions as possible. Moreover, we see ourselves as building the foundations of a robust, independent community organization. In the terms used by Ostrom and Hess, we control the constitutional-choice and collective-choice rules of the commons, although we hope to cede control to a democratic organization.\textsuperscript{27} The day-to-day operational rules are already based on deliberation and consensus.

**Youth Civic Development**

An information commons could involve people of any age. We focus on youth because of converging evidence that people develop durable civic identities in adolescence. They either come to see themselves as efficacious, obligated, critical members of a community, or they do not. Their identity, once formed in adolescence, is hard to shake. This theory derives from Karl Mannheim, but it has considerable recent empirical support. In the 1920s, Mannheim argued that we are forced to develop a stance toward the public world of news, issues, and governments when we first
encounter these things, usually around age seventeen. Our stance can be one of contempt or neglect, or it can be some kind of engagement, whether critical or conservative. Most of us never have a compelling reason to reassess this stance, so it remains in place throughout adulthood. That is why generations have enduring political and social characters, formed in their early years.28

Young Americans are less likely to develop civic identities today than in the past. Many ingredients of a civic identity are difficult to measure or have not been followed consistently over long spans of time. However, the percentage of young people who say they follow public affairs dropped from 24 percent in 1966 to just 5 percent in 2000.29 Although young Americans are just as likely to say they believe in God as their predecessors were in 1976, regular attendance at religious services is down from 41 to 33 percent.30 There are substantial declines in the percentage of high school seniors who have joined or led extracurricular groups—in school or outside.31

Trust correlates with associational membership, but there has been a 50 percent decline in the proportion of young people who trust their fellow human beings.32 Wendy Rahn and John Transue explain the erosion of young people’s social trust as a result of “rapid rise of materialistic value orientations that occurred among American youth in the 1970s and 1980s.”33 Eric Uslaner explains trust as a function of optimism. People who believe that the world will get better (that there will be more public goods for all) are willing to trust others and cooperate. People who believe that the pie is shrinking adopt a zero-sum, “me-first” approach.34 Whatever the cause, a decline in trust spells danger for all forms of commons.35

The decline in trust and other attitudes and skills favorable to a commons is not kids’ fault. I blame the failure of mediating institutions such as unions, political parties, and churches to recruit young people to help sustain public goods.36 Ostrom notes that at any time in the early 1930s, about 4 percent of American households contained a member of a local government council or board, who might discuss issues of democratic participation and collective action with his or her children. By 1992, the raw number of board members had declined by half while the population had soared. This is just an example of the decline in participatory public institutions.

Fortunately, we know how to develop civic identities. Adolescents are more likely to become civic if they feel that they are assets, rather than
potential problems; if they feel that they matter to a group. It also helps to give them direct experience with civic or public work. The value of experiential learning for citizenship has been shown in numerous studies. Partly as a result of this research, there has been a massive increase in “service learning”—that is, combinations of community service with academic work—at all levels of education from kindergarten to PhD programs. At its best, service learning can be a transformational experience that develops enduring civic values and habits. However, in the context of real public schools, service learning often degenerates into tutoring younger children or cleaning a park—and then talking about the experience. This happens for two reasons. First, developing more ambitious service projects is difficult and time consuming. And second, public schools court controversy whenever their students engage in political advocacy and/or “faith-based” community action. Yet forbidding politics and religion drastically narrows the range of discussion and action; as a result, service learning often becomes trivial.

Many of the best programs are found in Catholic high schools, where service experiences are connected to a challenging normative and spiritual worldview: post–Vatican II Catholic social thought. There is no evidence that these programs cause their graduates to agree with the main doctrines of Catholic theology, but students do develop lasting engagement with their community. However, this model cannot be replicated in public schools, which must be more normatively neutral and respectful of pluralism.

As an alternative, it seems promising to involve young people in public interest research using the new digital media. Conducting research is consistent with the express purposes of public schools, so it is less controversial than political action. Yet research on public issues can be deeply motivating; it can influence identities and attitudes, not just knowledge. By asking students to study their own communities, we can help them to experience and prize the values of public service, empirical rigor, and critical inquiry.

Using research for civic education has always been possible, but the Internet helps in two ways. First, it cuts the costs of conducting research and then disseminating results. For example, ten years ago, it would have required tremendous investments of skilled time and equipment to help adolescents to create reliable and original maps of their community. If they did create excellent maps—say, of pollution levels—disseminating their work to the community would have been expensive and difficult.
Today, GIS software can assist a class in making professional maps, which they can place on a website at almost no cost.

Besides, the Internet has an appeal to adolescents. Many people born after 1970 view computers as exciting and accessible; they are more likely to address civic issues by creating a website than by joining a labor union or a fraternal organization. We have often been able to recruit youth with the promise of working with computers. The Pew Internet and American Life Project has identified a group of “Power Creators” who each create online material in an average of two different ways: for instance, maintaining a personal site and also posting on other sites. This group has a median age of twenty-five. Since the youngest people surveyed were eighteen, the real median is certainly lower.41

On the other hand, adolescents are not automatically facile with computers just because they were born after the release of Windows 1.0. Many students with whom we have worked have spent little time in front of computers; they have only been taught “keyboarding” in school (this is typing, but with a word processor); and they have fairly low confidence in their own abilities.

In fact, young adults are not the most active age group online; people in their thirties and forties are more likely to create or contribute to websites. Content creators also tend to be well educated: just 6 percent are adults without high school diplomas, and almost half hold college degrees.42

Subtle forms of inequality arise even when students have equal access to computers. Analysis of the National Education Longitudinal Study (NELS) by Jianxia Du and James Anderson reveals that consistent use of computers in schools is correlated with higher test scores for white and Asian students and for those who take advanced courses. Presumably, they are using computers to enrich their studies and to do creative, challenging work. But there is no positive correlation for young people in other racial and ethnic groups or for those of any background who take less challenging courses, possibly because “disadvantaged children tend to utilize computers for routine learning activities rather than for intellectually demanding applications.”43 In fact, disadvantaged students who take computer courses perform worse on standardized tests than other students, other things being equal.

Mark Warschauer has compared two schools in Hawaii that intelligently integrate computers into their science courses. In both schools, teams of students use computers to conduct scientific research, guided
by teachers from several disciplines. But one school serves an affluent and selective student body, 97 percent of whom go straight to four-year colleges, while the other serves a neighborhood with a per capita income under $10,000. At the selective private school, teachers have experience in graduate-level scientific research. They teach students to collect field data using handheld devices, download the data to computers, and then intensively analyze them (with help from the calculus teacher). Meanwhile, the students at the Title One public school take boats to outdoor locations, learn to grow seaweed, and then use computers to publish a newsletter.

Both activities are worthwhile; both teach skills and knowledge and engage students in creative teamwork. But there is a fundamental difference in the kinds of skills taught and the overall purpose of the exercise. As Warschauer notes, “One school was producing scholars and the other school was producing workers. And the introduction of computers did absolutely nothing to change the dynamic; in fact, it reinforced it.” Teachers at the public school are very conscious that they need to give their students the skills demanded by employers today—collaboration, responsibility, and teamwork—whereas the private school tries to place its graduates in demanding college programs where they will be expected to show independence, originality, and sheer intellectual excellence.

It is not easy for teachers to overcome this gap, even if they possess sophisticated research skills themselves. Many of the students in our project write English at an elementary school level (although they may be bi- or even trilingual) and have limited skills for searching the web or reading text. It is hard to move them a long distance in a single course, and hard to set high expectations when their academic self-confidence seems fragile and they are far from achieving precollege work. We began our current project with high hopes that students might find statistical correlations between their home locations and behavior relevant to obesity (such as exercise and eating fast food). But that relationship proved complicated and subtle. We will need a great deal more high-quality data before we have a chance of finding statistically significant results. So far, our students’ most successful and prominent public product has been a short online video about the changes in food consumption that they experienced when they immigrated to the United States. It is far easier to notice the difference between food in Sudan versus Prince George’s County, Maryland, than to calculate the effects
of living on a street with a continuous sidewalk. But the latter research would teach much more advanced academic skills.

Educators (including ourselves) are always tempted to settle for merely teaching responsibility, teamwork, and presentation skills. After all, these attributes help high school graduates in the workplace. This is one reason that African-American and Hispanic students are most likely to use computers in school for games, for drill and practice, or at best to create simple websites with text and pictures, whereas white and Asian students are most likely to use them for “simulations and applications.”45 By and large, minority students are being prepared for service jobs. To give them a shot at professional occupations, we are going to need much better curricula and pedagogical methods for youth-led research. First, teachers should develop a set of serious community research projects that kids can handle effectively, and then it would be extremely useful to collect these ideas in textbooks for youth-led research.

The Engaged University

Many people are rightly concerned about how well higher education serves its core purposes, which are to educate college students and to produce public goods in the form of knowledge, debate, and cultural artifacts.46 But I think that universities should also use their faculty and student expertise and technical resources to benefit nearby communities. This is partly a matter of fairness; universities should be responsible citizens, sharing their enormous advantages. Engagement is also a way to address a sense of alienation that many professors feel. They enter the profession with idealistic motivations, but find that they only contribute incrementally to the knowledge of fellow specialists, with whom they interact sporadically at conferences or by e-mail. Engaging with their local communities can be profoundly rejuvenating for some faculty.

The most common way to “engage the public” is to provide technical assistance: in other words, to advise people on how to address a public problem. This kind of work can be valuable. However, it does not tap the knowledge and energy of people outside the academy. Nor does it increase their capacity to address their own problems. The application of expertise can even reduce public capacity if people become overly reliant on, or deferential to, experts.

Furthermore, technical assistance cannot settle normative conflicts, since no one is an expert on matters of value. Yet sometimes expert
opinion can *suppress* normative debates. For example, economists may appear to resolve a debate when they claim that one policy is most efficient, and lawyers may claim to settle a controversy when they assert that one side has more support in the law. But neither discipline exhausts the range of considerations that citizens should consider.47

Technical assistance is either expensive (in which case it is out of the reach of poor communities) or else it is a gift from experts. A gift does nothing to challenge the basic power imbalance. If anything, it may make residents feel indebted to the university.

Finally, technical assistance tends not to be highly challenging for professors. For many scholars, public service research is “normal science,” a routine application of their methods to some local problem. For junior faculty, this is a diversion on the road to tenure (and inadvisable). For senior faculty, it is pro bono—something that they do out of generosity but without a close link to their core work.

I am much more interested in research that contributes important new methods and knowledge to a discipline as a result of close engagement with communities. For example, I doubt that Elinor Ostrom and her colleagues at Indiana University could have made crucial contributions to the theory of collective action if they had not worked closely with people who manage “common-pool resources” (forests, fisheries, irrigation systems, and grazing lands) on several continents. They have drawn advice and inspiration from these people even as they have provided technical assistance and derived generalizable lessons.48 Likewise, Jane Mansbridge’s discovery of regular norms in consensus-based democratic organizations arose from her close and collaborative work with such groups.49 Such engaged research projects are not only interesting (and useful for the populations studied); they also create models within the academy. Professors and graduate students can see that community engagement is not extracurricular or optional; rather, it is the only way to make progress on certain important questions.

Academics are strongly influenced by policies regarding funding, hiring, promotion, and tenure. Often universities that compete internationally for academic prominence do not reward applied research—let alone service—despite rhetoric to the contrary. Even if they want to promote and retain faculty who serve their communities, they are constrained by measures of reputation (like the *U.S. News and World Report* rankings) and by other universities’ hiring decisions.50 At best, there are two tiers of faculty: the most prominent scholars who do advanced
research, and their lower-status colleagues who provide “public service,” perhaps to improve the university’s relations with its neighbors.

Fortunately, universities do reward scholars who break new ground in their disciplines by working with communities. Thus a strategy of using community engagement to achieve genuine scholarly insight is better suited to the existing academic marketplace than a strategy based on “service.”

However, there is at least one respect in which existing policies and priorities probably need to change. Academic departments tend to prefer research that will interest a national or international audience within their own disciplines. Thus scholars are best rewarded for work that belongs within a single field but generalizes across a large geographic area. While such results are useful, there is also a need for local knowledge. Communities differ; they have their own problems, traditions, and assets. Scholarly research can contribute to important discussions and decisions at the community level. Therefore, I believe it would be very useful to create interdisciplinary publications or websites devoted to metropolitan areas. An example is San Diego Dialogue (www.sandiegodialogue.org), which the University of California at San Diego supports by providing sophisticated research studies. Such work can be peer-reviewed and highly selective. Nevertheless, I think almost all academic departments would prefer that their faculty publish in single-discipline journals of national or international scope. This is a bias that is difficult to defend on intellectual or normative grounds, but it is reinforced by the way the faculty labor market works.

Community-based research should go beyond description and include tough-minded analysis. I have attended many meetings and events at which young people or poor people “document” an asset, problem, or activity in their environment. But academics and other professional researchers “document” things only as a first stage in research (if they do it at all). Their real interests are comparing, assessing, and explaining phenomena, not merely listing or portraying them. I understand why disadvantaged people often make do with description; it requires fewer skills and resources. But much more power comes with assessment and explanation. Too often, the rich do research while the poor get documentation. The solution is to try to involve young people, poor people, and other disadvantaged people in real research, whenever possible.

Our work in Prince George’s County is hardly a model. We are unlikely to break new ground in geography or urban planning, since I am the principal investigator and I am no expert in these fields. However, we
are committed to working in the vicinity of our university, and we see this local engagement as a strength. For faculty, local work connects their professional research to their citizenship; it allows them to contribute to their own communities while doing serious professional work. It is thus an antidote to a certain kind of alienation that is common in the age of jet-set academia. At the same time, focusing on a defined geographic community is a good way to create a commons—for reasons described in the next section.

Local Roots

An association can be local and face to face or else dispersed, even global. This is particularly true on the Internet, which lowers the costs of identifying fellow travelers in faraway places and communicating with them. Often the results are beneficial. For instance, people with shared stigmas are able to find one another at long distance and thereby escape the oppression of their hostile local communities. Boyle observes that very large aggregations of people can build amazingly good compendiums of information. Global networks make such aggregation possible.

Nevertheless, I believe it is especially important to build associational commons with roots in geographic communities. There are four major reasons for this conclusion.

First, many people care deeply about their own localities, so a local or regional focus will encourage them to participate in the commons. As a general rule, people are more likely to contribute to voluntary associations that work locally, because it is expensive to move, and therefore a household’s welfare is tied to the common welfare of the place.

Second, geographic communities (especially whole counties and metropolitan areas) are diverse. This is evidently true of Los Angeles, New York—and Prince George’s County—but it is also the case in many ethnically homogeneous areas, which still contain ideological, religious, and other forms of diversity that are typically absent when people associate voluntarily. Some observers argue that the Internet encourages narrow discussions and segmentation into small, like-minded groups. We can too easily escape from people unlike ourselves by going online. However, a geographically defined commons will encourage us to interact with people who are different.

Third, local governments make important decisions, so we need a healthy democracy at the local level. Democracy requires not only good institutions, but also active publics that can deliberate, organize, and act.
Public work with the Internet can help to form such geographically defined publics. In Prince George’s County, for example, most people are confused by the overlapping layers of government authority exercised by towns, school boards, regional planning bodies, the three branches of county government, and the state. They are also largely indifferent to this structure, which means that they do not vote in local elections, deliberate about local policies, or lobby local politicians. Power thus falls into the hands of organized special interests that have the resources to master local politics: especially developers, police unions, and chambers of commerce. But even teenagers with very ordinary academic skills who participate in the Prince George’s Information Commons quickly encounter political issues that have to be addressed through local law. And so they develop both knowledge and interest in local government.

Finally, much research suggests that online interactions are most meaningful and satisfying when they are accompanied (at least occasionally) by face-to-face contact. This is partly because being known and seen discourages outrageous and offensive behavior, which is common in anonymous online settings. However, it is very expensive to add face-to-face contact to an Internet group—unless all the participants live nearby.

Thus there are important benefits from local associations. But they are not thriving online, as evidenced by the shortage of compelling websites produced by voluntary groups for specific localities. People want the chance to do collaborative public work, to represent and experience their distinctive local cultures, and to engage in sustained dialogue—but no one has found ways to make money from hosting such activities. Commercial sites intended for geographic communities are full of advertising and generic news and entertainment, but they have few public contributions. Neighborhood associations, voluntary organizations, religious congregations, and other groups that do public work within geographic communities have benefited from establishing web pages. But most of the actual sites these groups have created amount to simple online brochures, no more valuable to their visitors than printed posters would be.

A 2001 survey by the Pew Internet and American Life Project found that, of those Americans who communicated online with other members of a group, just 15 percent contacted people in their “own local communities”—compared to 43 percent who contacted others “all over the country.” Asked whether “the Internet [is] more useful for becoming
involved in things going on in your local community, or things going on outside of your local community,” just 9 percent chose the first option. And only a fifth of those who had used the Internet to communicate with fellow members of a group had ever met those people face to face.\textsuperscript{55} It is great to be able to participate at low cost in national or international associations and to communicate with people one will never be able to meet in person. But if local associations have an important civic and social role, we need to take deliberate action to support them online.

**Public Work**

By now it should be obvious that there is a political agenda behind our projects in Prince George’s County, but the nature of this agenda could easily be misunderstood. My own political orientation derives from Harry Boyte’s concept of “public work.”\textsuperscript{56} Boyte and his colleagues argue that ordinary citizens have enormous capacity to make things of public value by working together outside of a market. For example, citizens can create public goods by recycling, starting associations, revitalizing their culture, or fighting crime. By creating new institutions and projects, people also gain political power that they can use to claim rights and benefits.

Our response to obesity illustrates Boyte’s ideas. In March 2004, the Centers for Disease Control announced that excessive body weight will soon be the leading cause of death in the United States.\textsuperscript{57} The next day, the House of Representatives passed the “Personal Responsibility in Food Consumption Act” (H.R. 339) to block “civil liability actions . . . against food manufacturers, marketers, distributors, advertisers, sellers, and trade associations for claims of injury relating to a person’s weight gain, obesity, or any health condition associated with weight gain or obesity.” The press dubbed this legislation the “Cheeseburger Bill” and gave it considerable coverage.

There are legal academics and lawyers who advocate “an onslaught on the fast-food industry as a whole, in which it would be made to pay its share of responsibility for type-two diabetes, sclerotic arteries, heart attacks and strokes.”\textsuperscript{58} Those in favor of the “Cheeseburger Bill” reply that we should be personally responsible for our behavior and should not sue McDonald’s because we are fat. “Look in the mirror, because you’re the one to blame,” said F. James Sensenbrenner Jr. (R-WI).\textsuperscript{59} I
disagree in part: a rapid increase in the obesity rate is a social problem with political solutions. However, I agree that lawsuits are not the right response. There are much more constructive, positive, participatory responses to obesity. For example, a community can work to make its streets safe and walkable, to identify and publicize existing assets, and to provide new food and exercise options.

As a matter of fact, just two days before the CDC released its report on obesity as the leading killer in America, forty-five high school students had spent the day with us discussing the local causes of obesity and planning their mapping project. They talked about harmful advertising and their own lack of willpower. But we also encouraged them to ask whether there are local causes of the problem that may be more tractable. For example, in the areas around Hyattsville, Maryland, there are no full basketball courts. This is a political issue (the authorities do not want young black men hanging around, so they do not build courts), and it may affect adolescents’ body weight. It shows the limits of conservative arguments. You cannot exercise if there are no sidewalks, no basketball courts, and no grassy spaces. If the only place that lets you hang out at 10 p.m. is McDonald’s, then you are going to eat a lot of fries. Still, that does not mean that lawyers will ever solve the problem by suing McDonald’s on behalf of the American people. Communities have the power to take their fate into their own hands.

Every community, no matter how poor and embattled, has assets that its residents can use for their common benefit. Whereas leftists might say that the only solution to the afflictions of an inner-city neighborhood is government aid, proponents of public work stress people’s capacity to improve their own communities by acting together. Poor people do need outside resources—both capital and government assistance—but they are unlikely to get such help unless they have first organized themselves as a powerful political force. The best way to organize is to address tangible local problems, even before powerful outsiders offer aid. And if residents are used to working together, are confident and experienced, and have created their own institutions, then they can handle an influx of cash without being overwhelmed by corruption or manipulative outsiders.

At bottom, both the Left and the Right believe that all things of value are created either by companies and entrepreneurs or else by governments. They assume that markets and states produce a pool of goods that citizens fight over. This struggle is what we conventionally call
“politics.” It is a zero-sum game, hence largely unpleasant. In contrast, the public-work approach suggests that citizens can make new goods—expand the pie—by cooperating.

Unfortunately, opportunities for ordinary citizens to do public work have shrunk over the last century. This is partly because professionals and experts have taken over many traditional duties of citizens, from managing towns to setting educational policy to lobbying. And it is partly because many civic functions have been privatized. For example, Americans often pay companies to provide neighborhood security or to watch their small children. All that is left for citizens to do is to complain, vote, and volunteer. Volunteering can be valuable, but it is usually squeezed between work and family time. Moreover, conventional volunteering tends to mean direct, face-to-face service that does not change policies or institutions or grant much power to those who participate. A national survey of Americans conducted in 2002 found that many volunteered, at least occasionally, but only 20 percent of the volunteers (and 10 percent of young volunteers) described their participation as a way to address a “social or political problem.” In a qualitative study of Minnesota citizens completed in 2000, respondents said that volunteering often consigned them “to positions of mediocrity with the assumption that they lack[ed] the capacity to work on big issues that impact the community.” At its best, public service is demanding, creative, responsible, serious business.

In modern America, we prize expertise as perhaps never before in human history. And nowhere is the admiration for specialized intelligence greater than in fields connected to computers, where nerds rule. It is good news that young people without high social status or formal education can rise quickly in this world. However, most people remain unable to perform important tasks or to make significant decisions, because only technical experts are competent. Thus, for anyone attracted to the general idea of public work, it is crucial to find projects that are genuinely valuable, that involve the new information technologies, and that can be accomplished by ordinary people.

Conclusion

The Internet was born as a commons, as a particular kind of public resource. A commons can be beneficial for civil society and democracy, mainly because it permits people to be creative as citizens—to contribute
things of value to the commonwealth. It is an antidote to consumerism and to passive forms of citizenship.

While there is value to the very low-cost products that we see on the Internet (personal web pages, e-mail lists, and blogs), we also need fairly expensive and elaborate products such as moderated deliberations, maps linked to databases, streaming videos, online newspapers with original reporting, historical archives, and photo essays—to name just a few. Young people can contribute such products, thus exercising their creativity in the public interest. This is especially important since many young people are otherwise alienated from public and civic life.

The Internet commons is threatened by state regulation, but more seriously by corporate control. Corporations can increase their profits by restricting access to the commons and by treating Internet users as consumers, not coproducers. Since the Internet commons is threatened, and since the most valuable public products are expensive and elaborate, worthwhile uses of the Internet require organizations and constituencies.

College faculty, students, and staff have a special opportunity to help communities use the Internet for public purposes, thereby developing a political constituency for the commons and also creating models and templates that can be used elsewhere in civil society. Such work is not only beneficial to the public; it can also make scholarly work more satisfying and multidimensional.

These premises have encouraged us to create an experimental “commons” attached to the University of Maryland. We would welcome collaborations with anyone involved in similar efforts.

Notes

1. We are working under the aegis of the Engaged University Initiative of the Democracy Collaborative. For the broad strategy of this initiative, see Gar Alperovitz and Ted Howard, “The Next Wave: Building a University Civic Engagement Service for the Twenty-First Century,” in Journal of Higher Education Outreach and Engagement 10/2 (spring/summer 2005): 141–157. Our current funding comes from the National Geographic Education Foundation. There are eight colleagues and graduate students involved in the project, but I would especially like to acknowledge Margaret-Morgan Hubbard, Associate Director of the Democracy Collaborative, and Carrie Donovan, formerly Youth Director of CIRCLE. They have done as much as I to create the Prince George’s Information Commons; nevertheless, the views expressed in this chapter are mine alone. I would also like to thank the Workshop in Political Theory and Policy
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In his article “High Noon: We Need New Approaches to Global Problem-Solving, Fast,” Rischard (2001, 507) emphasizes that “the current setup for solving global problems doesn’t work” and that we need new approaches to solving these problems at a much faster pace. In this chapter I argue that the collaborative ideals and principles applied in Free/Libre and Open Source Software (FOSS) projects could be applied to any collaboration built around intellectual property (not just software) and could potentially increase the speed at which innovations and new discoveries are made. In other words, we can conceive of a future where such “knowledge commons” are built not around software, but more generally any kind of work or “content.” This chapter attempts to make this argument in the context of enhancing global scientific collaboration. It also tries to outline important issues that will need to be addressed to make this idea a reality.

Let me begin with a little history. The core theme of this book—“knowledge as a commons”—has its underpinnings in the idea and norms of “open science” that emerged beginning in the sixteenth and seventeenth centuries. David (2005) describes open scientific inquiry as a social, rather than an individual, process propelled by the principles of full disclosure of findings and methods, systems of peer review with skeptical mindsets, and processes of verification in the quest to build “reliable knowledge.” Of course, the invention of the printing press in the sixteenth century was central to the advancement of these ideals. Mass printing technologies, the formation of professional societies, and the development of “networks of correspondence” provided the opportunity for greatly expanded peer-review processes for validation and support of new knowledge (David 2005; Ziman 1969; Johns 2001; Kronick 1990). This led to great advances in knowledge during periods such as the
Scientific Revolution in the seventeenth century, the post–World War II era of the twentieth century, and up until the current day.

Clearly, the Internet, as a technological advance, is as important a “structural change” to the way scientific advances are communicated and collaborated on as was the printing press. Digital storage has become so cheap that many treat the saving of a file on a hard disk as nearly costless. Advances like the web and e-mail software have greatly reduced the costs or skills required to access information on the Internet. Over the last five to ten years, the Internet has moved from a domain utilized primarily by high-skilled computer scientists, engineers, or others in the high-tech industries, to a system utilized by scientists and scholars in all disciplines. We are now in a shake-up period where traditional organizations chartered with the management of scientific information (e.g., libraries, publishers) are developing new organizational models and missions built around computer database and connectivity issues (see, for example, chapters 4 and 11 in this book). This environment, where digital files can be copied and transferred globally in an instant and at very little cost, makes it much easier to treat information or knowledge as a global public good. But as other contributors to this book describe, these advances in technology are directly at odds with other societal trends and developments in intellectual copyright law that are pushing to treat information and other digital products as private goods for monetary gain (see chapters 5 and 7).

Computer scientists and engineers invented Internet technologies and have been actively using them since the 1960s. It is only natural, then, that this class of Internet users would continue to innovate using this tool and develop new approaches for global collaboration to promote open-science principles, broadly defined. While we do not always consider computer programming a scientific endeavor, indeed, the development of software is one form of science, and software, as a product, is a form of intellectual property. The innovation I am referring to is the emergence over the last twenty years of FOSS as a form of “software commons.” One popular FOSS website, Sourceforge.net, hosts over 200,000 such projects (Sourceforge.net 2006). While there are or will be many failures in this collaborative domain, there are some major success stories (measured in terms of growth in software use or “market share”), with prominent ones being the Linux operating system, Apache Web Server, Php (an open-source scripting language), MySQL (a FOSS rela-
tional database), Firefox (web browser), OpenOffice (office software), and others.

To promote the argument made in the opening paragraph of this chapter—that the collaborative ideals and principles applied in FOSS projects are potentially applicable to any collaboration built around intellectual property—I first provide an overview and summary of the FOSS software “movement” and describe some critical project components. I use the Institutional Analysis and Development Framework described in chapter 3 to help guide the description of these projects. Next, I provide more detail on the argument that the FOSS collaborative principles and approaches can extend more broadly to scientific research in general. At this juncture, I introduce the more recent innovation of “open-content” licensing. Using a short example in the scientific field of land-use change modeling, I then provide a discussion of some critical issues that will need to be addressed in order to transfer the collaborative principles of FOSS software commons to scientific-commons endeavors.

An Overview of Free/Libre and Open-Source Software (FOSS) Commons

The primary innovation in FOSS projects is a combination of a new approach to software licensing coupled with Internet-based collaborative tools. This resulted in a new form of Internet-based collaboration that represents a form of “commons” (see chapter 1; also Dietz, Ostrom, and Stern 2003), but one that differs slightly from the environmental commons that most readers are familiar with (Hardin 1968; Ostrom 1990). In FOSS commons, groups of people act collectively to produce a public good (the software), rather than overappropriate the resource (e.g., Hardin 1968). In other words, the challenge in FOSS commons is how to achieve collective action to create and maintain a commons or public good rather than the issue of protecting an existing commons from destruction (a public bad).

Importantly, FOSS projects produce this public good through a common-property regime (Benkler 2002; Boyle 2003)—one form of commons. In environmental-commons literature, the phrase “common property” is defined as a resource (e.g., a forest, a fishery, a body of water, and so on) where members of a defined group possess a set of
legal rights, including the ability to exclude nonmembers from using that resource (Ostrom et al. 1999; Hess and Ostrom, chapter 1, this volume). Some readers unfamiliar with FOSS software may be surprised to hear that there are property rights (copyright) and ownership issues involved (McGowan 2001). But as a result of FOSS licensing (described more in the “Rules-in-Use” section below), some individuals involved in the project do indeed have legal rights to the code (the resource), have control over what goes into future versions of the software, and can exclude others from submitting new code to a new release (Schweik 2005).

Let me now turn to a description of major components of FOSS projects as common-property regimes. To do so, I utilize the “Institutional Analysis and Development Framework” (chapter 3, figure 3.1) presented by Ostrom and Hess (referred from now on as the “Framework”). It is important to note that this Framework captures a dynamic system with feedback over time.

Central to Ostrom and Hess’s Framework is the focus on individual actors in “action situations” who are making decisions related to their actions in a commons or common-property-regime situation. In FOSS settings, actors tend to be computer programmers (but can also be end users of software) who contribute, either voluntarily or because they are paid to do so, toward the further production of FOSS-licensed software (elaborated on below). The action situation these programmers face is whether, at some point in time, it is worth their while to continue to contribute to the development of this software. The interactions of programmers working collaboratively over the Internet result in some kind of outcome that may change over time (see figure 3.2).

Schweik and Semenov (2003) presented a three-stage trajectory of these commons, going through an initiation stage, followed by a “going-open” stage, and then a more mature stage. This last stage can be categorized as “high growth” (in terms of software use, participation, or both) or “stabilization,” where the project continues with generally the same participants (often small groups), or project death or stagnation. High-growth projects can be measured in terms of project participation or software use (Crowston, Annabi, and Howison 2003; Crowston et al. 2004; Stewart 2004). Stabilized but smaller projects are ones that maintain a small group of participants but satisfy the needs of this community. Dead projects are obviously ones where participation ceases to exist (Capiluppi, Lago, and Morisio 2003). Recent studies of FOSS projects
have shown that it is rare for projects to reach high growth (measured in terms of programmer participation), and in many cases they involve only a small number of individuals (Ghosh and Prakash 2000; Ghosh, Robles, and Glott 2002; Dempsey et al. 2002; Krishnamurthy 2002; Healy and Schussman 2003; Capiluppi, Lago, and Morisio 2003). But it could be that some do achieve high growth in terms of end users even if the development team is small.

Key, then, to the success of FOSS common-property regimes is the willingness of a programmer to contribute to the collaborative effort (the action in the Framework), and the cumulative efforts of at least small teams of actors to collectively produce and maintain software (an outcome). As the Framework shows, this decision depends on the configuration of three groups of attributes: (1) the design and structure of rules in use, (2) the (human) community participating in FOSS, and (3) the physical or material environment.

Rules-in-Use: “Copyleft,” FOSS Licensing, and Project Governance

As I stated earlier, the primary innovation that led to FOSS commons was an innovation in software licensing that occurred in the mid-1980s. At that time Richard Stallman, a programmer at MIT developing a PC-based Unix operating system called “GNU,” initiated the Free/Libre software movement. Stallman (1999, 2001) has argued that the digital properties of software (e.g., easy copying and distribution) make it possible to treat it as a public rather than a private good, and as a result, users of software should be provided the freedom to use, distribute, and modify the software in any way they might desire. The emphasis here is on free as in freedom rather than free in the monetized sense (http://www.gnu.org/philosophy/free-sw.html). This philosophy led Stallman to consider how he could ensure that these freedoms could be intertwined, in a sense, with the software. His major advance was to devise a way of working within copyright law to provide an alternative to the traditional proprietary, full-copyright approach to software licensing.

Most readers will be quite familiar with the “traditional” method of software licensing. While specifics will vary, in general, proprietary software licensing usually limits the user in the number of installations on computers he or she can undertake, and the software itself is distributed in binary, compiled, or executable form. For example, in the case of
Microsoft’s Office suite, the end user or person with programming skills can run Word but cannot “look under the hood” to see the internal logic or computer source code that the Word executable program is built on.

Stallman felt this approach of distributing software in compiled form infringed on end-user freedoms, and he did not want the software he was developing, the GNU operating system, to be hampered by such restrictions. This brings us to the major advance—Stallman’s principle of “Copyleft”—which harnesses copyright law to provide users of the software the right to (1) access and read the program logic or source code, (2) copy and redistribute the software, and (3) make modifications to the source code (Stallman 1999). Copyleft is a critical innovation, for it differs from traditional software licensing in how it allocates the entitlements in copyright, rather than being a replacement of copyright law itself.

A Copyleft-type software license may also be “viral” in nature; it stipulates that any new derivation of the software automatically inherits the licensing principles of its “parent” software. Stallman implemented these Copyleft principles by creating the “GNU General Public License” (GPL; http://www.gnu.org/licenses/licenses.html), and to promote these freedom ideals, Stallman created the “Free Software Foundation” or FSF (http://www.gnu.org/).

Over time a social movement around these principles of software freedom emerged, and other programmers joined in. The ideas were embraced not only in Stallman’s GNU project but also in other software-development projects, and the Free/Libre software movement emerged. However, there was a concern by some that the freedom principles were hindering the development and use of certain software, such as Linux, in the business world (Perens 1999). Consequently, the concept of open-source licensing emerged, with the intention to tone down the attention to the “freedom” issue, and to make a better connection to industry. In other words, the primary distinction between Free/Libre and open-source licensed software has to do with other restrictions provided in the license. For example, some open-source licenses allow software under their jurisdiction to be used in proprietary software packages—a practice that the Free Software Foundation rejects.

The open-source software movement was led in part by software developers Bruce Perens and Eric Raymond, who created the Open Source Initiative (OSI, http://www.opensource.org) and worked to develop an “Open Source Definition” (OSD)—a set of rules that can be
used to determine whether a piece of software can be officially OSI cer-
tified. In general, open-source certified licenses follow the same general
principles as the Free/Libre GPL: free redistribution, readable source
code, derived works permitted, and viral licensing. However, in effect,
OSD establishes a set of “moral rights” that open-source software devel-
opers must adhere to in order to have their work officially sanctioned
by OSI. For example, related to the “derivative-works” component of
OSD, there are rules regarding how to keep original authors’ source code
intact to protect these authors from having new derivatives represent
them in a poor fashion. (Author attribution will be an important issue
extending the FOSS idea to scientific commons later.)

Stallman’s GPL can be considered the “parent” of over fifty Open
Software Initiative–approved licenses (Perens 1999; http://http://www
.opensource.org/licenses/), which all satisfy the general conditions of
open-source software but have variations in the rights provided to soft-
ware users. These variations demonstrate that software authors have a
more complicated decision to make when considering how to license
their software. It is not a question of choosing between the two extremes
of full copyright (“all rights reserved,” the default condition) or no copy-
right at all (“public domain”). What Copyleft and FOSS licenses reveal
is that authors of software have a set of rights that they can retain or
give away (for comparisons of various FOSS licenses, see Perens 1999
or http://www.gnu.org/licenses/license-list.html).

The Copyleft licensing innovations are “rules-in-use” (figure 3.2) that
contribute to the motivation of computer programmers to take action in
FOSS commons. And it is important to note that because these software
products are copyrighted—they are not treated as public domain, but
rather authors keep some of their intellectual property rights and relin-
quish others through the licensing. FOSS software are governed, as I have
said earlier, by a common property regime. The principles of Copyleft
create such a regime.

Another “rules-in-use” component of FOSS commons has to do with
the governance of such projects. In environmental-commons settings it
is well understood that governance is the central issue in maintaining a
commons (Dietz, Ostrom, and Stern 2003). Weber (2004, 189) noted the
importance of governance structures in the context of FOSS when he
stated: “The open source process is an ongoing experiment. It is testing
an imperfect mix of leadership, informal coordination mechanisms,
implicit and explicit norms, along with some formal governance
structures that are evolving and doing so at a rate that has been sufficient to hold surprisingly complex systems together.”

Scant literature exists that analyzes governance structures of a broad group of FOSS commons, and consequently this attribute is poorly understood (Schweik and Semenov 2003). But such a governance structure might include: (1) prioritizing features to include in new versions of the software; (2) defining rules and procedures on how production will proceed and how new submissions are evaluated and chosen for inclusion in software releases; (3) assigning or managing tasks; and (4) assisting in the resolution of disputes between team members. For example, Sharma, Sugumaran, and Rajgopalan (2002, 13) note that open-source communities create and abide by sets of rules that are modified over time as the project matures. And studies such as Divitini et al. 2003 and Shaikh and Cornford 2003 provide examples of conflict in open-source software settings.

Community Attributes of FOSS Commons
In chapter 3, Ostrom and Hess characterize the community in scholarly commons as consisting of information users, information providers, and information decision makers or policymakers. In FOSS settings, the community is composed of users of software and software providers (programmers). Recent studies of FOSS have emphasized the volunteer nature of these types of commons, usually focusing on high-profile, success-story examples like the Linux operating system project, Apache Web Server, and a few others (e.g., Raymond 1998a, 1998b; Feller and Fitzgerald 2002). Indeed, the volunteer nature still is a factor in many FOSS projects and this phenomenon has puzzled economists and sociologists, who have asked why these programmers freely contribute their time and effort (Lerner and Tirole 2002; Ghosh 2003; Lee, Moisa, and Weiss 2003).

Analyses show that there are different types of motivations, which can be organized under three categories: “technological,” “sociopolitical,” and “economic” (Feller and Fitzgerald 2002; Lakhani et al. 2002; Schweik and Semenov 2003). One of the main technological reasons for someone to participate in a volunteer capacity is that there is a need for software that is unavailable or too expensive, and the individual realizes he or she cannot develop it working alone. A main sociopolitical motivation in FOSS settings is because the programmer believes in a social or political movement (e.g., the “software should be free” philosophy of
the Free Software Foundation, or the motivation to take on a perceived software monopoly), or has a desire to participate in a broader community with a shared interest. “Passion” is another social attribute that is an important driver of volunteer participation. Projects need to be interesting to attract other developers and survive into the future (Raymond 1998a; Hissam et al. 2001; Van Wendel de Joode, de Bruijn, and van Eeten 2003). Hissam et al. 2001 reports that factors contributing to the failure of one FOSS project included an inability to gain a critical mass of eager volunteer programmers, and a lack of financing to pay for participants (discussed more below).

Economic explanations of volunteer participation in FOSS projects include the goal of (1) building human capital through learning by reading existing software code and through the process of peer review for code submissions (Hann et al. 2002; Voightmann and Coleman 2003); and (2) signaling one’s abilities as an expert, which might then lead to future job opportunities. Giving credit to authors of code is a key norm in FOSS projects (Lerner and Tirole 2002). In this regard, volunteer participation in FOSS is seen by participants as an investment in their future (Lerner and Tirole 2002; Johnson 2002; Lee, Moisa, and Weiss 2003) and as a way of establishing a reputation (Sharma, Sugumaran, and Rajgopalan 2002).

But while the early hype over FOSS was about the promise of large groups of participants (e.g., Raymond 1998a), in reality, most FOSS projects have only a handful of participants (Ghosh, Robles, and Glott 2002; Dempsey et al. 2002; Krishnamurthy 2002; Healy and Schussman 2003). Even in some very large projects (measured by numbers of people associated with them), only a small percentage of participants appear to be performing the work (Warsta and Abrahamsson 2003). However, in recent years, firms in the software industry have invested human and organizational resources to support FOSS software believed to reflect strategic interests (e.g., IBM, Hewlett-Packard, and so on; see Lerner and Tirole 2002; Goldman and Gabriel 2005). One study of FOSS projects reports that nearly one-third of the developers surveyed were directly paid by employers to participate (Ghosh, Robles, and Glott 2002). Wichmann’s (2002) study of twenty-five firms active in one FOSS project, the Linux operating system, found that self-interest was the key motivating factor for firms’ participation—for example, product standardization, cost savings, strategies to weaken competition, and efforts to make their own products compatible with FOSS products. And some
government agencies are starting to place more emphasis on the use and possible support for FOSS as well (Hahn 2002).

The participation of firms and governments—or more specifically the financial support these organizations bring—may be a key critical “community-attribute” success factor for FOSS projects, at least for high-profile, “enterprise” FOSS projects like Linux, OpenOffice (a rival office suite to Microsoft Office), and others. There are skeptics of the viability of an all-volunteer FOSS effort, and indeed, how critical it is to have a financial base to support a FOSS effort is a question requiring further research. But to summarize, FOSS project communities either consist of a group of passionate (volunteer) developers and users, or programmers who are paid by some organization to participate, or some combination of both.

Physical Attributes of FOSS Commons

Even though FOSS projects operate in a digital environment, there are characteristics of the project that could be considered physical attributes (see figure 3.2). At least three important “physical” subcategories exist in FOSS settings: (1) the utility of the software, (2) the design or structure of the software, and (3) the collaborative infrastructure that helps to coordinate and manage production.

Studies in other commons settings have found that in order for people to engage in commons-related activities, they must perceive a benefit for doing so (Ostrom et al. 1999). Moreover, for users to see major benefits, the resource must not be perceived as of little value (Ostrom et al. 1999, 281). In FOSS commons, the “resource” is the software, and to extend these ideas to this type of commons is straightforward: it is doubtful that programmers or firms will devote valuable time and resources to the development of software that is deemed to have little utility.

In addition to the utility attribute of the software, studies of FOSS development practices have emphasized clean software logic and modularity as important factors contributing to the success of the projects (O’Reilly 1999; Manley 2000; Hissam et al. 2001). Modularity is an important physical attribute promoting the idea of parallel work: the efficiency of multiple people working on different (or possibly the same) components of the code at the same time. The early days of the development of the Mozilla web browser provide an example of a project with problems, where there was a “tangled mess” of code that caused difficulties in the collaborative efforts (Hissam et al. 2001). Alternatively, the
original authors of the highly successful Linux operating system and the Perl open-source programming language have stated that part of the success of their creations is that they made early design decisions, including modularity, which made it easier for others to contribute (O’Reilly 1999).

In addition to physical characteristics of the software, FOSS collaborations, regardless of participant-group size, require some form of Internet-based infrastructure to help coordinate the cooperative effort (Shaikh and Cornford 2003). In FOSS projects, group collaboration is supported through web-based communication and version-control systems. For example, the FOSS project-management website www.sourceforge.net provides group communication functions and software version-control systems based on the “Concurrent Versioning System” or CVS (Fogel 1999). CVS and other version-control systems

1. Archive versions of software
2. Allow for the retrieval of modules
3. Allow for new submissions and protect against the problem of overwriting and errantly eliminating the work of others
4. Document change history and participant contributions over time (author tracking)
5. Provide analysis functions to identify differences between module versions
6. Provide functions to e-mail subscribers when project components are moved, updated, or deleted

This kind of infrastructure works in conjunction with established rules-in-use to provide a system or process for new work to be conducted, a system for submissions of new or revised modules to be received, and a system for peer review of these modules for possible inclusion in subsequent releases of the software. Moreover, CVS and other version-control systems actually dictate and enforce some rules-in-use by controlling who can check in and check out code, who has overwrite authority, and so on. In other words, the CVS system actually articulates some of the project’s operational rules and enforces them.

In short, FOSS projects evolve over time as a result of their configurations of rules-in-use (e.g., licensing, governance structures), community attributes (e.g., motivated volunteers and users or paid programmers), and physical attributes related to the structure of the
software to ease collaboration and effective tools for team coordination and content management. We believe these components provide the foundation for a new paradigm in collaborative scientific research: a FOSS-like science commons.

**Extending the FOSS Collaborative Paradigm to Create a Science Commons**

Software is one form of digital intellectual property, not all that different from others, such as a research paper or a dataset. Indeed, the argument has been made that the FOSS development approach is similar to the traditional method of submitting and publishing papers in refereed journals (Bezroukov 1999). But there are some important differences, which we believe provide additional support that this collaborative paradigm should be considered an option to create a science commons (Schweik and Semenov 2003). First, in FOSS collaboration settings, the entire research product (software) is shared with the community, including the “research process” (software development), rather than just the final results (e.g., the software release). For example, CVS and other systems provide the ability to roll back to an earlier update via the system archives. A history of the development of the software is kept, and one can recover older versions of the code and see how code evolved over time. This is different from the traditional publishing model in most scientific journals, where length (e.g., word-count) restrictions limit what can be provided to the community. In most traditional publishing contexts, what is published is all that is available. There is no real way to review history to, for example, see the data processing conducted that led to a passage or a statistical table in the published text. Second, the open-access nature of FOSS projects provides an opportunity for others outside of organizational lines to participate; this differs from most traditional scientific research projects that are usually tightly controlled and usually limit participation to people associated with one or a handful of organizations. Third, the rights provided in many FOSS licenses to freely duplicate and distribute copies of the intellectual property (software) are very different from the policies of many scientific journals, which hold full copyright and require the reader to obtain permission before duplication can be made—an important point that connects to other chapters in this book (e.g., see Suber, chapter 7). Fourth, FOSS collaboration over the Internet potentially increases the speed at which innovations can be
published, compared to that in standard paper-based publishing. Systems of peer review in FOSS contexts might take similar amounts of time compared to that of traditional peer-review processes in scientific journals, but the act of publishing the results (e.g., improvements to a program module) can be dramatically increased—in fact, they can be nearly immediate—after the peer-review process is completed.

Transferring the FOSS collaborative paradigm to the scientific research domain shifts the focal “actor” in Ostrom and Hess’s Framework (figure 3.3) from the computer programmer to a professional scientist, or academic. Central to this shift will be considerations of the rules-in-use and the physical and community attributes established, for it is these sets of attributes together that create the incentive structure or “action situation” that will either encourage academics and professional scientists to participate in such collaborations, or discourage them from doing so.

A Science-Commons Example: Land-Use Change Modeling
To give the reader a better understanding of what I am proposing, let me briefly provide an example of an area in need of better mechanisms for sharing scientific advances: land-use change modeling. This is a field of scientific research that focuses on understanding how the landscape in a particular area of the world has changed over time or is expected to change in the future. It is an area that can involve scientists from a variety of disciplines, including geography, ecology, regional planning, economics, political science, and others. Over the last decade, a variety of modeling approaches have been developed to understand and predict change, including statistical and econometric-based models, geographic information system–based models, and models that integrate a variety of techniques (Briassoulis 2000). But during a recent effort inventorying existing land-use change models for the USDA Forest Service that I was involved in, (e.g., Grove et al. 2002; Agarwal et al. 2002), it became apparent that most of the advances in a particular modeling approach were being produced by the same developers themselves or people closely tied to the original developers. One explanation for this is because in some instances the models are not readily available for others to use. Another reason is because these models require substantial technical and interdisciplinary knowledge to work with them, and the transaction costs for a scientist to learn a model and possibly build on it is not trivial. Finally, the traditional method of publishing modeling results in
standard academic journals with length limitations poses additional barriers to knowledge sharing across organizational lines.

But in some respects, land-use change modeling projects can be quite similar to FOSS projects in that they involve computer programming or some technical procedures that are similar to programming (and this is true in a number of scientific fields). For example, the UrbanSim model for simulating urban land-use, transportation, and environmental impacts (Waddell 2002) consists of a number of modules written in the computer programming language Java (Freeman-Benson and Borning 2003). These modules involve econometric analysis (e.g., logistic regression) and spatial analysis and dynamic modeling using geographic information system–based tools. UrbanSim, and other land-use change models, demonstrate the need for participants with technical skills to undertake future enhancements to such models.

This short discussion of land-use change modeling is included in this chapter to demonstrate that many areas of science are not all that different from programming situations. They require people with technical expertise writing about a subject in some kind of language, whether it be a formal computer programming language, statistical functions, a set of analytic procedures, or even theoretical ideas documented using natural languages such as English.

But what is different between scientific projects and FOSS projects is that in the FOSS setting the types of people typically involved can be categorized as either programmers or end users of software. But in the case of land-use change modeling research (or other scientific endeavors), there are a variety of different participant types. These include modelers (e.g., the technical people described above); theoreticians, who write about the important drivers of such models (e.g., Geist and Lambin 2002); data providers, who create datasets needed for input to these models; and policy analysts and decision makers, who ultimately want to utilize these models.

The central question turns to how the FOSS paradigm would operate in scientific collaboration situations like the land-use change modeling case above, and what set of incentives would need to be created to encourage scientists, academics, policy analysts, and other decision makers to participate in such an intellectual commons. For instance, in the land-use modeling context above, the argument could be made that given the investment necessary for a scientist to learn or develop a model, allowing open access to their contributions and knowledge might reduce
the value of these contributions. Given this, four areas need critical attention: (1) how to license digital “content” that is not computer software, (2) how to work within the existing norms and incentive structures faced by most scientists and academics in their workplace today, (3) how to govern such a collaboration, and (4) how to finance such an endeavor. The rest of this chapter is devoted to these issues.

The Licensing of Scientific Digital Content
Utilizing the FOSS collaborative paradigm to create a scientific commons requires broadening Stallman’s Copyleft idea so that it applies not only to software but to any form of intellectual property. And although the Copyleft principle has been around for two decades, this licensing innovation has only recently been applicable to other intellectual property or “content” (Bollier 1999; Schweik and Grove 2000; Stallman 2001; Weber 2004).

Naturally, the first extension of Copyleft beyond software was also advanced by Stallman, who felt his “freedom philosophy” not only needed to apply to software, but also to accompanying user guides, technical documentation, and so on. In this context, he developed the GNU Free Documentation License or GFDL (http://www.fsf.org/copyleft/fdl.html), which governs the use, modification, and distribution of GNU software documentation. The GFDL specifies the sections of the document that must remain unmodified from version to version (such as the original author’s copyright notice) and the terms of distribution, and requires a list of previous authors to be maintained (Stallman 1999).

But around the year 2001, a new set of licenses following similar principles was developed by people associated with the nonprofit organization CreativeCommons.org that can be applied to works of music, art, video, text, and educational lesson plans (CreativeCommons.org 2004a). These licenses allow the author of a work to keep the copyright but still allow others to copy and distribute their work as long as credit is given to the original author (CreativeCommons.org 2004b). Creative Commons provides a series of questions to allow authors to choose between particular rights they wish to retain versus rights they would like to relinquish. Key questions include: (1) Can readers freely copy and distribute this intellectual property? (2) Are users permitted to create derivative works based on the digital content? If so, should new derivatives fall under the same license as the parent work (a “viral” licensing
scheme; Pavlincek 2000), or can they be distributed under a different licensing scheme? And (3) is author attribution required?

An important innovation made by the people at Creative Commons is that they offer a suite of license types, or, in other words, they provide a kind of modularity to their licenses. This means that authors of various works can craft, through the answers to the above questions, a license that holds “some rights reserved” and relinquishes others (Stix 2003). And it is important to note that people connected with Creative Commons have recently initiated a “Science Commons” project focusing on three areas: (1) promoting open access to scientific publications, (2) developing standard licensing models to facilitate wider access to scientific information, and (3) exploring ways to increase the sharing of scientific data (Science.CreativeCommons.org 2005). While it is too early to make definitive statements about the connection between the Science Commons effort and the ideas proposed here, clearly their efforts in all three areas will inform this discussion.

In this chapter, scientific work communicated in a form other than software (e.g., a paper, for example) and assigned a GNU Free Documentation or Creative Commons license, will be referred to generally as “open content.” These licenses follow the lead of open-source software licensing but, when applicable to other forms of content, provide a critical step toward scientific collaboration following FOSS principles. This means that in the context of scientific commons or collaborations, licensing principles from FOSS can now be applied to all types of content or work produced by participants. For example, in the land-use change modeling example discussed earlier, each type of project output (e.g., model modules, model usage documentation, empirical papers, theoretical papers, and datasets) will need to be assigned some kind of FOSS or Creative Commons license. In other words, whatever form or technology the land-use model utilizes (e.g., a computer program, a statistical script, and so on), it should be placed under some license that allows the free copying of the model, requires the model “source” to be readable, and permits the development of new derivative components of the model or other products related to the model. In some instances, the model developers might decide to make all related products (e.g., the model modules, their documentation, data, and even theoretical papers) fall under these conditions. However, there will be situations where more restrictive licensing is warranted. For instance, empirical papers describ-
ing a particular application of a model would probably be licensed with a “no derivative work” component, because these types of papers report findings from a particular study at a particular time.

Open-content licensing of theoretical papers presents a particularly interesting and potentially difficult problem. Consider the hypothetical situation where someone writes a theoretical paper on the drivers of land-use change for some city or region of the western United States. Suppose another scientist decides to build on this (digital) paper to create a new derivative work on the drivers of land-use change in a city or region in the eastern United States. Under a Creative Commons licensing situation where derivative works are permitted, the result would be two separate theoretical papers, the east coast version and the original west coast version. This differs from the traditional approach to publishing research, because the second version of the paper may have substantial sections of text taken verbatim from the first paper, with new text added. (This is similar, of course, to what might occur in a software-documentation update situation under the GNU Free Documentation License described earlier.) This situation treads dangerously close to the issue of plagiarism. And if the licensing for the research paper permits new derivative works, the situation exists where someone could download a paper, make trivial revisions, and then add their name as an additional author. While this latter case might be protected by the license (e.g., copyright infringement due to inadequate attribution of the original author), the overall idea of tracking various work contributions in a science-commons situation could be relatively complicated.

While I cannot profess to have all the answers to the question of the appropriate licensing to use for various contexts in a science-commons environment, I can propose some general thoughts to address the plagiarism concern. A conservative approach might be to utilize no-derivative-work licensing for academic or scientific papers in general, but still promote other licensing options such as the free copying and distribution of these papers, which served over the Internet will promote open access worldwide and will likely lead to a more rapid evolution of the field. Other project outputs, such as distance-learning materials, might be licensed with “derivative works OK” to promote more rapid improvements to such materials. Finally, the development of technical solutions for the tracking of author contributions is critical here (I return to this issue more fully in the next section).
Working within the Norms of the Academy: A “Next-Generation” E-Journal

The idea of placing scientific work on the Internet and making it open access and available on the web is a central issue in this book. The key question at this juncture is whether, if some foundational material in some scientific domain is made available under an open-content license that permits new derivative work and mandates that new derivatives are given back, scientists or academics would be motivated to contribute. What incentives would be required, under the existing norms and institutions of academia and science, to make this happen?

Earlier I discussed the motivations of FOSS programmers, highlighting the fact that there were philosophical motivations in some camps (e.g., the Stallman “freedom” principles). There are also legitimate economic incentives, including a desire to signal one’s skills and build human capital through the reading of other people’s source code and by contributing new source code and going through a peer-review process. I also noted that more recently firms and government agencies have been paying people to participate in FOSS projects deemed important to their mission.

Schweik and Semenov (2003) compared the incentives driving what (1) FOSS programmers and (2) academics and scientists do and found them to be quite similar. First, as exemplified by some of the papers in this book referring to the open-access movement (e.g., chapters 3, 4, 5, and 7), many in science and academia are advancing a social movement not unlike that of Stallman. People participating in these camps feel that scientific knowledge is a public good and that institutions should be designed and developed that encourage the continued construction and maintenance of that public good. Second, long before FOSS emerged, academics and scientists had been honing their skills through the reading of published and other material and through the peer-review process of scholarly publishing. Certainly many in science and academia (graduate students, junior or even senior faculty) would be willing to sharpen their skills through the distance-learning components of reading “source” (e.g., models, papers, and so forth) and through peer review with feedback. Third, like FOSS programmers, academics and scientists have the motivation to signal their abilities to others interested in a scientific domain. This is particularly important in the case of junior scientists who are searching for a job or trying to gain prestige prior to tenure. For example, in the context of land-use modeling, one modeler said in a
workshop we had on these open-source and open-content collaborative ideas (Schweik, Evans, and Grove 2003): “Had I known about it, I would have gladly licensed my model as open source in graduate school. That way others might have used it and it would have gotten my name more widely known.”

If the idea of an open-content-based scientific commons can gain sufficient traction, scientists (particularly junior scientists) will probably be motivated to participate for the signaling and learning reasons described above. But in order to signal one’s abilities by posting intellectual property, one’s name needs to be associated, over time, with that submission. Consequently, a key desideratum in open-content scientific commons will be a mechanism for author attribution, and for tracking and archiving submissions, over time. The same issue arises in FOSS settings, where it has been, to some degree, addressed. The GPL, for example, mandates that authors of a new program place at the start of the source code a short copyright notification designating them as the original author of the work and providing additional information specifying where the full notice can be found. The GPL also requires that (1) the copyright statement stay with all future derivative works based on that original code and (2) authors of new derivative works update the software comments with a prominent notice that changes were made, giving their name and the date of the change (Free Software Foundation 2004).

Extending this same logic to the open-content-based scientific-commons idea, scientists will be more likely to contribute new research content if they are able to maintain the copyright over their original work in the same way a programmer does using the GPL. This means that mechanisms will need to be developed that attach similar copyright information (perhaps a Creative Commons license) to any research product (e.g., a paper, a dataset, an analytic module of some sort). This is easily accomplished for content that takes the form of text documents and could be done by specifying the copyright information or update histories in metadata documentation for other components like datasets. In short, the infrastructure built to support an open-content collaboration in science (discussed further below) will need to include a good historical record of how someone contributed over time to a new model module, to a new derivative paper on land-use change theory, to empirical findings, or to other project content. And it would be beneficial if in the design of an open-content collaborative infrastructure there were some design for how to measure contributions based on the author-attribution information
stored in the system (e.g., citation counts). For example, in the context of computer-based modeling, measures of the importance of a contribution might be the number of subsequent derivative modules or amount of new code that utilized that module, or how often comments in model software code refer to a particular paper.

But perhaps the most significant detriment to what I am proposing in science or academia is the fear that if a scientist makes his or her analytic products (e.g., models) or even data available in an open-source or content-licensed way, he or she might be “scooped” by someone else who utilizes this material in a paper published in a peer-reviewed journal or book. This is a critical issue from the standpoint of pretenured academics. Consequently, central to making this idea work in the context of the current scientific and academic culture is connecting open-source and open-content contributions to the referred publication process. In other words, we need to move toward what I call a “next-generation e-journal.”

This connection to peer-reviewed publishing is important from the perspective of the participants and most of their employers and relates to the point in FOSS contexts where organizations are paying employees to contribute. For many scientists, regardless of whether they are employed by government agencies, private firms, or universities, having their work published in high-quality, refereed journals is an important measure of their success and is used by their employer as a metric for job promotion. Consequently, for any viable open-content scientific commons to succeed, at least in the short term, it must be compatible with the current evaluation systems in place in universities and scientific research organizations. Again, this points to the importance of conceptualizing the communication component of the open-content scientific commons as a scientific e-journal that incorporates peer review in the submission process.

I refer to this idea as a “next-generation e-journal” because there would be the need to publish traditional peer-reviewed “final” content (e.g., papers on theory or results of empirical studies), but also other work including new or revised versions of complete models or subcomponent modules and new distance-learning material (such as to assist people in learning or applying a land-use change model, for example). In some open-content science commons, even datasets might be “published” after some level of peer review (such as a dataset on economic projections for a country that might be utilized in another application of
a land-use change model). In short, all components of model development or application could be published in this e-journal, broadly defined. This journal would need to include many if not all of the “content-management” functions described in the section on “Physical Attributes of FOSS Commons” above. This is vastly different from the maximum thirty or so pages that most journals (even most e-journals) currently accept.

Admittedly, this idea is radical and is at loggerheads with current scientific or academic norms and practices. It requires a change in mindset related to what we consider publishable. And there are other hurdles to overcome with this idea, such as establishing a system of peer review where not only papers but also other scientific products are reviewed. Scientists certainly are busy enough reviewing traditional papers, so there might be resistance to establishing a peer-review system for other scientific products. But computer programs (e.g., model modules) would get reviewed through their use. And what specifically gets peer-reviewed or not could be opened up to an editorial board to decide.

Even with these challenges, both computer scientists and librarians have recognized that this change in the way science is shared is needed; there is subtle evidence toward a shift from publication as product to publication as process (see, for example, Lougee’s chapter 11 in this volume). And increasingly, there are open-source software tools available to use as the scaffolding on which to build the e-journal infrastructure required for such an effort.¹

Financing an Open-Content Science Commons

The “rules-in-use” component of the Hess and Ostrom Framework (figure 3.2) involves not only the choice of open-content licensing described above but also other rules that govern day-to-day activities of participants, as well as how these rules are modified over time and who is eligible to change them (Ostrom, Gardner, and Walker 1994). These elements could be generally referred to as “commons governance structures.”

Some studies of FOSS projects have hinted at the existence of such structures (Bezroukov 1999; Weber 2004), although currently little is known about how these structures are designed (Schweik and Semenov 2003). The majority of FOSS projects studied by Ghosh, Robles, and Glott (2002) are led by a single “lead developer” who maintains a centralized decision-making structure. Studies of perhaps one of the largest
(in terms of participation) open-source projects, the Linux operating system, report that the lead developer acted as a “benevolent dictator” who would work with a team of “trusted lieutenants” with expertise in a particular domain (Shaikh and Cornford 2003; Moody 2001; Sharma, Sugumaran, and Rajgopalan 2002; Goldman and Gabriel 2005). In some FOSS projects, would-be developers work their way up the decision-making hierarchy by first working at boundaries of the project (e.g., offering bug reports) and then, over time, contributing more to actual source-code maintenance or development. Other FOSS projects have a different approach to management. For example, Jorgensen’s (2001) study of the FreeBSD project found that an elected nine-member team of developers made the operational decisions about the project. And some other early studies suggest that decisions related to FOSS project direction are reached by consensus (Fielding 1999; Markus et al. 2000; Mockus, Fielding, and Herbsleb 2000). Operationally, established systems of rules, shared norms of behavior, voting systems, and monitoring and sanctioning systems appear to be important in some FOSS projects (Sharma, Sugumaran, and Rajgopalan 2002). Many projects have established norms of behavior that members must follow (Bonaccorsi and Rossi 2003).

Lessons from other settings (e.g., environmental commons) have shown that the design of governance structures is a critical factor in determining whether the commons can be “long-enduring” (Ostrom 1990; Dietz, Ostrom, and Stern 2003). This may be less of an issue in commons settings with very low participation rates (e.g., many FOSS projects with a handful of participants), but could be a critical issue in FOSS projects with numerous participants. Consequently, an important issue in extending the FOSS paradigm to scientific research collaboration will be considerations about the design and composition of the system of rules that govern operational practices as well as how those rules are changed over time, who has the authority to make such changes, and how conflicts are resolved. It is conceivable that an open-content science commons communicating through a “next-generation e-journal” infrastructure may ultimately need a governance body that combines components of how professional journals today are run and organized (e.g., an editor and editorial board) and how FOSS projects are organized.

Financing an Open-Content Science Commons
I have found that some are very skeptical of the viability of an all-volunteer model of FOSS development—and it is a reasonable concern.
I mentioned earlier that a number of studies reveal that the majority of FOSS projects involve a small number of participants (Ghosh and Prakash 2000; Ghosh, Robles, and Glott 2002; Dempsey et al. 2002; Krishnamurthy 2002; Healy and Schussman 2003; Capiluppi, Lago, and Morisio 2003). One major concern with an all-volunteer model is what happens if a key individual decides to stop contributing to the commons? This issue led one FOSS practitioner to comment at a meeting in UNESCO Paris on science and public-domain issues (Esanu and Uhlir 2004) that the only way FOSS projects will succeed (in terms of longevity and high growth) is if they are sponsored by a national government agency. While clearly national government support is not the only way a FOSS project might succeed, the important point is that it is highly likely that (at least for major projects) some level of financial support will be required.² This probably explains why, at least in part, some of the larger FOSS software projects have incorporated and established foundations (O’Mahony 2005).

And in fact, in the open-source software domain, projects can be found that fall under a variety of different financial-support schemes—not just government support—including (1) the government-subsidy model (Hahn 2002), (2) philanthropic funding, (3) corporate consortia (Hildebrand 2004), (4) corporate investment (Webb 2004), (5) venture capital/investment banking, (6) donations from participants or users, or (7) a hybrid/mix of these. One could hypothesize that the long-term success of some of the high-profile FOSS success stories is a result of the commitment by firms like IBM or Sun Microsystems, which pay people in their organization to contribute to these endeavors (Ghosh, Robles, and Glott 2002).

The same question about financing will be raised in the context of moving to an open-content scientific commons. To what degree is financial support required and what are the different funding approaches that could be considered? As with FOSS projects, there are at least two dimensions of this: (1) the financial support for participants’ time and energy in contributing to the commons and (2) the financial support for the administrative or collaborative infrastructure that makes the commons available and helps to coordinate activities.

Considering the issue of paid participants, in the domain of science and academia, this may already be addressed to a large degree in the way academia operates. Most universities expect or demand that their faculty undertake research that contributes to a larger research program found in the global society, and faculty are often evaluated in their annual
faculty reviews in the context of how much service they have provided to a broader professional community. If a faculty member wanted to participate in a virtual open-content scientific commons as part of his or her research program, most universities would be supportive of this so long as the individual continued to meet traditional measures of scholarship and productivity (such as publications in refereed outlets). This point underscores the importance of designing the open-content science commons as a refereed e-journal, for it is likely that this approach would greatly enhance the number of researchers willing to contribute. The problem that may loom on the horizon related to this strategy is the trend on the part of universities to treat ideas generated by their faculty as private or toll goods that can be capitalized on in a market.

This leads to the second dimension of financing: the question of how the communicative infrastructure (e.g., a next-generation e-journal) and the administrative apparatus needed to support it might be financed. This issue is discussed in some depth in several chapters in this book (see, for example, chapter 7). Traditionally, scientific journals tend to be published by academic or professional societies or by commercial publishers. While I do not have reliable estimates of the costs of administering and supporting a traditional paper journal or current e-journal publications, I found one estimate of an e-journal costing approximately $20,000 for the editorial work involved in publishing a 1,000-page journal per year (Open Journal Systems 2004). This estimate does not include the additional cost of maintaining the computer server that their (free) software could be installed on. This estimate is almost certainly on the low end, for there is a sizable cost involved for administration (e.g., editorial support, management of the peer-review process), final printing costs (if there is a paper version as well), backup, archiving, and so on, perhaps even reaching the hundreds of thousands of dollars. Moving from a paper-based journal to a web-based e-journal may save some money (e.g., for printing), but the peer-review structure in an open content–based science commons where the submissions to be evaluated are larger in scope (e.g., models and model documentation, theoretical and empirical papers, data, and distance-learning documents) will certainly increase the time investment required by reviewers and various component editors and raise the costs of these activities.

It is an open question whether traditional journal publishers following a “user-pays” subscription model and taking an “all rights reserved” philosophy would be willing to move toward an open-content licensing
strategy. In traditional subscriber-pays publishing, the content—a set of manuscripts—is treated as a toll good, and this is how these firms gain revenue. The idea of open access and free distribution via open-content licensing directly contradicts this model. But this issue is quite similar to the question of why a firm like IBM might decide to participate in open-source projects. In a FOSS software domain, what is it that brings in revenue and makes this a viable business model? While I have no references to support this, after discussing this with some in the industry, my sense is some of the viability is moving away from software as a product and moving toward more of a software support or service role. This raises the question: Could an alternative e-journal publishing model be created that would support an open-content-based scientific commons and that would also provide some services to bring in revenue? For example, some proprietary software companies are offering online distance-learning programs (e.g., in the context of geographic information systems, see http://campus.esri.com) to earn additional revenue and promote the use of their software. Could similar distance-learning services be established to provide registration-based courses on the particular science-commons subject matter, with some of the revenues being used to help support the administration of the project?

As other contributors to this book have noted, other financing models are being explored to promote more open access to scientific information, such as the “author-pays-to-publish” model with open access to the journal, and the model where academic institutions or research libraries take on the publishing of disciplinary e-journals as part of their mission (Shortliffe 2004; chapters 4 and 7, this volume). Another possibility is for professional scientific societies to take this on through their subscriptions and support an open-content science commons as part of their mission. These examples suggest alternative financing models that might make the administration of an open-content science commons viable.

I cannot claim to have a solution to the financing issue, other than to say that experiments in alternative e-journal funding to promote open access are emerging. A sizable number of FOSS packages are available (e.g., wiki’s, Drupal, DSpace, and other content-management systems; see opensourcecms.com) with some of the needed functionality to support open-content collaboration, which may reduce some of the software-development costs. Professional societies, foundations, or government agencies (e.g., national science agencies) could potentially invest in the development of the next-generation e-journal infrastructure.
needed for these efforts and provide this infrastructure under a FOSS license for other groups to use. Other financing will surely be necessary to support such e-journals, possibly using the “author-pays” model or, in the case of specialized research areas, perhaps through support as part of a research-library mission at a particular institution. Whatever approach is taken, clearly, financing is an issue that will need to be carefully considered in order for the ideas outlined here to work.

Conclusion

A common thread in the chapters in this book is that the Internet provides a mechanism to treat scholarly or scientific information as a public good or commons, rather than as a private or toll good. The argument made in this chapter is that for nearly twenty years, the groups that developed the Internet—computer scientists and engineers—have also developed new approaches to collaboration using the Internet as the communication platform and through innovative licensing built around the principle of Copyleft. The result is the creation of FOSS projects, common-property regimes, or commons—whatever name you want to give them. The FOSS collaborative paradigm has produced a large number of successful collaborative experiments. Enough interest has been generated—including industry and government interest—to attest to its potential as a new collaborative venture. At the same time, one only needs to be aware that thousands of FOSS projects have failed to realize that this collaborative paradigm is no panacea. Further research on FOSS commons is required to identify the critical success factors in collaboration that lead to the success stories (Schweik and Semenov 2003; Weber 2004).

Awareness is growing that the FOSS collaborative paradigm is not limited to software (e.g., Bollier 1999; Schweik and Grove 2000; Stallman 2001; CreativeCommons.org 2004a; Schweik and Semenov 2003; Weber 2004) and that it can potentially be applied in any domain that requires a team of thinkers to tackle a problem. The licensing advances made by the people at CreativeCommons.org are important components of this idea. However, extending the FOSS paradigm to scientific commons requires not only attention to these licensing innovations, but also the development of Internet-based infrastructure to support it (what I term the “next-generation e-journal”) and, most importantly, ways of fitting this idea within the norms and incentives
that currently exist in the academy. Successful FOSS projects are ones that have licensing and collaborative infrastructure in place and that somehow establish a situation where participants and/or organizations are willing to devote time, energy, and resources to building these commons. The same will be true in open-content science commons.

Like their software counterparts, open-content collaborations will require experimentation, and some will undoubtedly fail. But the possibility is there that this innovation in collective action, applied to globally important scientific problems and questions, has the potential to lead to more rapid progress than is possible within the existing structure of scientific research and publication.
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1. For example, as noted on the Public Knowledge Project’s website (http://pkp.ubc.ca/ojs/other_OJS.html), various kinds of open-source e-journal management software are available, such as the “Open Journal Systems” (http://www.pkp.ubc.ca/ojs/), the “Article System” (http://artsys.sourceforge.net/), and efirst XML (http://www.openly.com/efirst/). There are also other open-source tools, such as Zope for developing general content-management systems and Internet portals (http://zope.org).

2. However, it remains an open question as to when such funding is absolutely needed for a project to survive versus when a FOSS project can exist solely through a volunteer base. One hypothesis might be that for FOSS projects that are “large” in scale—that is, projects like office-support software, geographic information systems, and the like—some financial support is critical. But in
smaller, more specialized software used in smaller circles (some bioinformatics analysis software, for example), it could be that an all-volunteer-based effort is sufficient.
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Scholarly Communication and Libraries
Unbound: The Opportunity of the Commons

Wendy Pradt Lougee

The world in which ideas and information are created, shared, and documented—the world of scholarly communication—is undergoing some of the most phenomenal transformations in the history of recorded knowledge. One can point to pivotal events in the history of these centuries-old traditions (whether it is the invention of the printing press, or the establishment of scientific societies), but more recent technologies have enabled a sea change of unusual scale and impact. While technology has prompted new venues and models for communication, it has also motivated the various stakeholders in the scholarly communication arena in both subtle and not-too-subtle ways.

This chapter explores the changes underway and in particular the new ways in which the research library’s role as archive or steward of information goods is being transformed as a collaborator and potentially a catalyst within interest-based communities. The thesis presented here acknowledges that the trends of distributed computing and open paradigms for scholarly exchange have relaxed the boundaries between stakeholders, allowing more permeable and overlapping roles. Content once fettered by physical constraints has been loosened. The conventions of scholarly communication have been stretched and opened to a wider audience. The products of publication have become more processlike. The roles of libraries have also changed to embrace new opportunities for facilitating and shaping content, communication, and collaboration.

While this discussion is not focused on the concept of a commons per se, a central premise of this analysis involves the interplay of stakeholder roles within the scholarly information commons. The intent is to provide a review of key themes and a practical exploration of roles, including potential opportunities for libraries in the future.
Hess and Ostrom’s (2004) organizing framework for the 2004 workshop notes the convergence of forces within the commons, citing the hyperchange brought about by “linear, exponential, discontinuous, and chaotic change.” The exploration here includes instances of linear change (extrapolation from past models) as well as discontinuous change (innovation) and will suggest that the fundamental social norms and constraints of discipline communities explain a good deal of the variability in the adoption of new scholarly-communication models. Further, while research libraries have the potential to affect change, sensitivity to context—to the prevailing norms—will be absolutely key. This focus also poses significant challenge and potentially significant cost for the library.

The future roles of libraries are presented as a range of possible roles, drawing from historical and well-established functions but also inspired by opportunities for new levels of engagement. While there is no one certain path, the possibilities are presented in archetypal form to bring distinct characteristics of each model into sharper relief.

To understand the contemporary environment, I will first address the traditional conventions of scholarly communication and the traditional stewardship role of libraries in that environment. Then, to set the stage for an analysis of new, more engaged and collaborative roles for libraries, the transformations underway in content and communication processes will be pursued with attention to discipline-based history and culture. With this investigation as a backdrop, I can then explore library engagement within discipline communities and in shaping scholarly communication processes.

Communication Conventions in the Commons

Borgman (1990, 13–14) has provided a useful definition of scholarly communication and of the critical social aspects of the processes:

By scholarly communication we mean the study of how scholars in any field (e.g., physical, biological, social, and behavioural sciences, humanities, technology) use and disseminate information through formal and informal channels. The study of scholarly communication includes the growth of scholarly information, the relationships among research areas and disciplines, the information needs and uses of individual user groups, and the relationships among formal and informal methods of communication.

We can identify generic stages in the scholarly-communication process (e.g., moving from concept to documentation and dissemination) as well
as venues for communication that exist in the majority of disciplines (e.g., conferences, books, journals, or reviews). However, disciplines have also developed significant domain-specific practices and expectations. Hyland’s (2000, 11) analysis of discourse within disciplines differentiates the common practices (such as acknowledging sources, testing, intellectual honesty) from activities that evolve as the result of community-specific consensus:

The ways that writers choose to represent themselves, their readers and their world, how they seek to advance knowledge, how they maintain the authority of their discipline and the processes whereby they establish what is to be accepted as substantiated truth, a useful contribution and a valid argument are all culturally-influenced practical actions and matters for community agreement. . . . Disciplinary communicative practices involve a system of appropriate social engagement with one’s material and one’s colleagues. The [types of] writing that disciplines produce, support and authorise . . . are representations of legitimate discourses which help to define and maintain particular epistemologies and academic boundaries.

“Appropriate social engagement with one’s material and one’s colleagues.” This phrase captures the core dynamic that has fueled scholarship. The interaction of ideas, typically represented in some tangible form, and individuals has been the primary context for advancing knowledge within a discipline. These interactions occur through both formal and informal means. The so-called invisible college—informal groups and networks of interested parties—has played a critical role in advancing knowledge within disciplines.

In her pre-Internet analysis of invisible colleges, Crane (1972) captures the defining characteristics of these informal networks. The exact boundaries are difficult to define. Members are geographically separated and each is aware of some, but not all, members. Interaction rarely involves the entire group in a physical context, but typically is indirect or mediated through intervening parties. Central figures, rather than leaders, are evident.

Crane’s analysis raises a number of interesting possibilities for revolution within disciplines. She notes, for example, that central figures and some of their associates are often “closely linked by direct ties and develop a kind of solidarity that is useful in building morale and maintaining motivation among members” (p. 139). In addition, the multiple affiliations of individuals enable communication and potentially innovation to move between groups, possibly advancing new ideas, paradigms, or methods.
There are, of course, obvious parallels to be drawn and understood between the notion of invisible colleges and the asynchronous communications and links among interested parties in today’s world of electronic communication, although Internet applications may provide for broader participation than might have occurred in a pre-network era.

The evolution of twentieth-century scholarship shows evidence of increasing specialization within disciplines, growth of informal networks, and also growth of another stakeholder group, namely, professional societies and associations. These organizations began publications, and concurrently universities initiated systems of publishing (often subsidized) through institutional presses. Articulated systems of peer review took hold within communities as a primary mechanism for designating quality. As these organizations took shape, the research library also matured, its role focusing primarily on collecting the valued publications of the community. Driven largely by demand for specific types of publications, the library operated relatively independently from the informal circles of communication. Collecting tangible, recorded knowledge—primary and secondary sources—was the library’s focus.

The profession of librarianship also took shape, developing systems of access through cataloging and classification. These systems generally were undifferentiating and unintrusive—that is, all materials were treated with the same descriptive systems, and the library’s actions had little effect on the functionality or the structure of the published works. In general, the library emerges in the twentieth century as an organization serving all disciplines with similar tools, providing broad and generalized access to its collections. Stewardship of resources is a defining characteristic and this responsibility is manifest in roles that acquired, organized, preserved, and mediated the products of scholarship. The twentieth-century library exists largely as an institution separate from the processes of scholarly communication, with its role distinct from other stakeholders.

Distributed, Open Trends

If we fast-forward to the late twentieth century, we see several emerging trends that provided a significant catalyst for changing relationships among the stakeholders.1 The growth of distributed technologies and the World Wide Web brought democratic access. The capability to disseminate (“publish”) and collect information (build “libraries”) now existed...
on the individual desktop. As standards emerged for creating, structuring, and disseminating digital content, libraries and other content-rich organizations were able to move away from proprietary methods of information access and management. The standards and tools offered libraries new opportunities for more robust services—for example, to add functionality to content or to deliver content differently for different audiences, or to sustain digital collections over time. Intelligent tools and systems also enabled information inquiry and analysis that were previously impossible.

A second critical trend is evident in the emergence of “open” paradigms—that is, models for processes and products that are often broadly accessible and in which collaboration stimulates development. Programs to adopt these open models took shape, sometimes with both a practical and political agenda. Efforts such as the Open Knowledge Initiative to share learning technologies offered an alternative to more formal or commercial means of sharing resources. The Open Archives Initiative was launched in response to community concerns about the constraints of commercial journal publishing. The resulting technical protocols for information exchange and initiatives to implement these protocols created new conventions for freely distributing content, such as e-print archives. Similarly, open-access publishing models have taken shape with an expressed purpose of creating alternative mechanisms for funding and conveying rights associated with the dissemination of intellectual goods.

As control and access to information become more distributed and open models of exchange become more common, another critical trend is taking shape. There is, in these open trends, evidence of a shift from publication as product to publication as process. Computer scientist Hal Berghel (2001, 18) has forecast that this shift will become increasingly prominent:

By 2100, our current view of electronic publications as copyright-able artifacts will be viewed primarily as a historical allegiance to a pre-participatory, non-interactive, essentially dull and lifeless era of publishing—an era in which one thought of digital libraries . . . as a collection of linked “things” rather than articulated processes and procedures. The current digital publication will be a relic, an obscure by-product from the horse and buggy age of digital networks.

This notion of “articulated processes and procedures” provides a quite different context in which to think about scholarly communication. The potential for dynamic and cumulating exchange not only affects scholars, but other stakeholders as well. The library’s historic focus on
tangible products (with associated rights) is significantly affected by this new paradigm. How will libraries describe or provide durable access to dynamic publications? What role can or should libraries play?

In this new context, libraries are challenged not only to harness the potential offered by distributed and open models, but to sustain and possibly enhance the library’s longstanding traditions of bringing order, access, permanence, and trust to the information commons. The question remains, however: Can these traits be translated to an environment where process, not product, is king? Are control and management possible in this context, or will some new role for libraries emerge?

Transformation: Content and Publication

Evidence of changes in publication—the products of scholarship—reflects considerable variability. In some cases we have examples that merely replicate traditional structures as digital equivalents of print publications. Except for additional search capability, these e-versions are otherwise as fixed and “conventional” as their print counterparts. At the other end of the spectrum, we see new models that “push the envelope” in experimenting with new constructs that are more organic, more dynamic, and more a process than product.

These new forms of publication reflect innovation on a number of dimensions. Working papers and e-print services now abound, allowing access to early instances of publication, often outside of the peer-review process. While widely used in some disciplines (e.g., physics), their centrality within other disciplines varies (e.g., RePEc in economics has evidenced slower adoption). In some domains, large-scale services such as the Social Science Research Network combine working papers and published articles, bringing together diverse publication types for a community of disciplines.

Examples are emerging that introduce the concept of dynamic publication. For example, Living Reviews is an online-only model created by the Max Planck Institute, incorporating peer review and tools to support ongoing revision of each article by the author. Living Reviews articles are truly “living” in their cumulating presentation. Related models exist whereby fixed articles might be complemented by ongoing commentary and dialogue. And, of course, the concept of blogs has introduced a whole new genre of cumulating commentary (see, for example, Into the Blogosphere).
AAAS’s Signal Transduction Knowledge Environment (STKE) challenges the boundaries of a publication. Rather than a singular product, STKE incorporates the functions of journal, current awareness, community dialogue, and analytic tools in a compound and interrelated environment of different media. In a similarly compound mode, the Civil War historical site The Valley of the Shadow conceived by University of Virginia’s Ed Ayers provides a rich environment of primary sources and tools. While the idea began as a proposed monograph, according to its creators it now has characteristics that more resemble a library than a book.

The point of this highly selective set of examples is that models are diverse and may vary along dimensions of peer review, stability or “fixity,” incorporation of associated data or media, and tools and capabilities for communication and analysis. Publication is no longer of singular form nor are publications necessarily the final product in the communication process. Rather, technology has increased access, added functionality, and enabled interaction. These are significant steps in unbinding or unbundling traditional modes of scholarly communication.

Transformation: Disciplines

The themes of distributed technologies and open paradigms have had a transforming effect on the products and processes of communication within disciplines. Since disciplines have evolved with different practices and expectations about scholarly communication, it is no surprise that the impact of new technologies has played out differentially within each community. Kling and McKim (2000) remind us of the misguided, deterministic assumption that “sooner or later everyone will catch on” and that disciplines will converge on a stable set of electronic vehicles such as e-prints, e-lists, and e-journals. Rather, the unique characteristics of disciplines will prevail in shaping the future of scholarly discourse and communication within each disciplinary culture. A variety of factors are salient, including the role of scholarly/professional societies, the degree of collaboration and coauthorship, established norms for informal communication, methods for conveying recognition, and the existence of dominant publishers within a domain.

The field of physics has been the focus of study from a variety of perspectives to understand the culture and to analyze the success of the arXiv e-print environment. Anthropologist Sharon Traweek’s (1988,
analysis of the high-energy physics community paints a picture of a well-bounded group, characterized by large research projects, focuses on shared instrumentation, and a critical distinction between the roles of informal (gossip) and formal (publication) communication:

Acquiring the capacity to gossip and to gain access to gossip about physicists, data, detectors, and ideas is the final and necessary stage in the training of a high energy physicist. Losing access to that gossip as punishment for violating certain moral codes effectively prevents the physicist from practicing physics...

If gossip is a means of producing physics, physicists, and their culture, then written materials, articles and preprints, are the commodities the physicists produce in their turn. Articles represent the consensus, the “facts,” data with the noise removed. The authors of these written accounts own the information in the account. Any subsequent users of that new information must pay royalties to the authors in the form of homage or credit, thereby increasing the accumulating reputations of the authors. In talk physicists rarely give credit to others. Scientific writing keeps track of the results of these debates. It is a record-keeping device, a spare ledger of credits and debits.

This dichotomy that existed in the pre-Internet culture of physicists (i.e., informal sharing within distinct research groups and the highly valued “ledger” role of the published literature) sheds significant light on what has transpired with the phenomenal success of the arXiv e-print service.

Physics offers an interesting case study of change. The critical role of central figures (as Crane has suggested about invisible colleges) is evident in this community, namely, the critical role of creator Paul Ginsparg. Interestingly, however, the high-volume, high-use, and rapid dissemination of e-prints has not entirely diminished the importance of traditional journals in physics. The need for the “ledger of credits and debits” remains. At least one recent analysis (Brown 2001) suggests that the citation of top-tier physics journals has not decreased despite the concurrent rise in citation of e-print literature. In the world of physics, the prevailing cultural norms have been sustained while exploiting the tools of the digital age.

Other disciplines offer similar examples of community culture shaping the adoption of new modes of communication. The influential work of Garvey and Griffith (1971) in psychology, for example, depicts a well-established sequence of scholarly communication that reinforces distinct roles for conferences, preprints, journal articles, citation, and review articles. They also identify the critical role of the highly structured professional societies. They note that “the most crucial point in the process
of dissemination of scientific information is the transfer of information from the informal to the formal domain” (p. 358). Garvey and Griffith’s commissioned analysis concluded with concern about the emerging emphasis on speeding up the flow of informal scientific information: “Such mechanisms would change the norms governing these processes and confuse the mechanisms concerned with evaluating and integrating knowledge” (p. 360). Not surprisingly, the American Psychological Association journals exhibited similar caution in initially prohibiting publication of manuscripts previously posted on the web.5

Chemistry is another discipline where the strong role of the primary society publisher, the American Chemical Society, has constrained widespread adoption of e-print technologies through policy restrictions on self-archiving or prepublication distribution. In contrast, the Association for Computing Machinery had been more open about preposting and has been liberal in policies with respect to the retention of author rights, suggesting a more enabling role of the professional organization.

The picture in the humanities is, not surprisingly, quite different. Stone (1982, 303–304) depicts the humanist:

He works differently in terms of time-scale, approach to his material, the age and form of material required, and the extent of immediate contact with other researchers. He is rather disadvantaged in terms of the development of secondary services and is very dependent on a well-stocked library with open access. The literature he uses tends not to become obsolete, though frequency of use of some important items may be low. The importance in humanities of criticism and analysis—including personal observation and opinion—marks a fundamental difference from the literature of science, and the subjective interaction between the humanist and his material is a unique feature.

Here we see the prominence of the “lone scholar” and the intimate interaction between the scholar and his or her targeted materials. While initially the publications of scholarly associations served to create a distinctive identity for humanistic disciplines and to define practice, over time these publications became the disseminators of stable (and archivable) authoritative scholarship as well (Tomlins 1998).

Learned societies play a unique role in the humanities, since they help establish connections between scholars who might otherwise remain separate due to the solitary nature of their work. Some have argued that societies such as the American Council of Learned Societies should help validate and organize scholarly resources, and there is evidence they have indeed played such a role through pilot efforts to incorporate digital
technologies in publication and dissemination (Bennett 1997). The challenge in creating responsive digital environments for humanists may well lie in bringing aggregations of content and highly functional tools to the individual scholar rather than attempting to create a more collaborative culture of communication. While the traditional vehicles for disseminating scholarship have largely resisted change, there is evidence of new arenas for dialogue (e.g., H-Net in History) and for coalescing resources of interest. Unsworth (2003) perhaps best captures the tension experienced by the humanities in a digital era, tension between the reward structures, the technology, and the desire for connection:

What matters, in the humanities, is brilliance usually measured in citation—that is, reputation—not (frankly) efficacy, or proof, or any other outcome. These network discussion groups—which are really communities of interest—make it possible for people to break out of their underfunded, undercapitalized, under-recognized institutional contexts, and become recognized for their own contributions to the community. This provides a kind of access and even mobility that formal publication would not, precisely because of the weakness of the peer review system in the humanities.

The distinction between formal and informal venues for communication may remain distinct for humanities disciplines for the foreseeable future.

**Transformation: Libraries**

A shared assumption of many of the contributions to this book has been the utility of an ecological analysis of the information commons—that is, an understanding of the stakeholders, the dynamics between and among them, the norms of behavior, and the structure of incentives and disincentives that advance knowledge. Kranich, for example, chronicles the distinct and shared roles of institutions, organizations (such as SPARC), libraries, and authors in stimulating change. Similarly, Waters offers a series of models for digital archiving that present varying relationships between producers, archives, and consumers.

The analysis presented here has focused on the context within disciplines, within communities of common interest. The changes that are evident, fueled by distributed technologies and open models of exchange, have played out uniquely within each discipline’s context. The selected examples suggest constraints that obtain in some disciplines as well as the natural progressions to new media in others. In some cases, new venues or new types of publication have been more readily adopted and
valued within a community. In other cases, true innovation is at the margins. As the library seeks to adapt and transform itself in this emerging environment, sensitivity to context—to these prevailing forces within each discipline context—is critical.

There are numerous examples of library experimentation and investment in new roles in the scholarly-communication environment. The majority of research libraries have assumed responsibilities for digital content that modestly extend existing core functions (e.g., creation of metadata for intellectual access or digital reformatting for preservation). A much smaller number of libraries have become significant players in advancing new systems and tools that fundamentally change scholarly-communication practices. Rather than inventorying here the many projects underway, the overview that follows will highlight three models of library activity, each reflecting different characteristics and degrees of library engagement within the scholarly-communication process.

The Library as Control Zone

Libraries lack the strategic position in the distribution chain that publishers, commercial or non-commercial have. . . . And although they are often an important part of the chain, their role is not exclusive.
—Brian Kahin (1995)

The traditional focus of libraries as stewards of the products of scholarship places the library in a relatively fixed role within the commons. Authors and publishers also hold distinct and separate roles within the traditional, linear sequence of scholarly communication. Libraries typically serve as agent, as intermediary between publisher and user, acquiring and managing content that had been conceived by the author and produced by the publisher. We see evidence in early digital libraries of this role continuing, with e-content being brought into the library environment either by locally managing the bits or through a sustained access relationship (license) with the publisher. Libraries acquire, manage, describe, and preserve the digital content much as they handle traditional media.

Early in the evolution of digital libraries Cornell’s Ross Atkinson (1996), in fact, proposed that a critical task for libraries was the creation of a “control zone” that would be “technically and conceptually separate from the open zone” (the “open zone” representing the unfettered and free arena on the Internet). His proposal adds a critical aspect of
creating the zone, namely, the *explicit* transfer of digital content into a context in which the library would guarantee the quality and accessibility of that object indefinitely. Control, in this sense, is the library exercising direct responsibility for stewardship of digital bits. Further, this “modest proposal” suggests that the academy could seize the oversight over the control zone to assume responsibility for publications intended for a scholarly audience, leaving more general-interest and broader market information resources within the commercial sector. Atkinson’s assertion maintains that the enclosed or bounded library remains the “ultimate and quintessential research instrument.”

The emergence of institutional repositories is, in some respect, consistent with this notion of the control zone, with the important distinction that institutional repositories currently can embody a range of information types, from informal to more formal. As libraries become engaged in such services (e.g., DSpace or the California Digital Library), the potential exists for involvement earlier in the communication and dissemination process. We see, for example, the possibility of libraries working actively with a community to ensure the creation of content employing standards-based methods, or perhaps educating stakeholders about options with respect to rights and dissemination. While the shift is perhaps subtle, the library’s stewardship role has expanded to embrace a broader arena of content and to work with a community to ensure the sustainability of the archive.

There are also instances where libraries have created roles further “upstream” in the scholarly communication process, serving as formal distributors of publications. In these models, libraries support electronic dissemination services, while publisher partners sustain the editorial functions, although there are variations on this theme. For example, Stanford’s HighWire Press works in cooperation with major society publishers to fulfill a distribution role. The University of Michigan’s Scholarly Publishing Office and Cornell’s Digital Consulting and Production Services offer examples where expertise and tools are brought to the table for creators and authors in a service-bureau environment. Michigan’s services for the ACLS History E-Book project, for example, demonstrate a focused production role, while the Cornell library’s Project Euclid reflects more of a partnership with publishers in order to codevelop an interoperable environment for theoretical and applied statistics.

In these examples, the library’s role is still largely as steward, but is now involved in direct interaction with the authors and content...
providers. The content management, archival, and dissemination functions coexist in the “library.”

A reasonable question to be raised about these services is “why the library?” Surely other entities have expertise in structuring content for dissemination, technology services to provide access, or incentives to ensure longevity? However, the library may be uniquely or strongly positioned to uphold principles of cost-effective or low-barrier access. Also, libraries bring other important characteristics associated with integrity, authenticity, and trust. Each of these characteristics has been evident in the library’s traditional roles, but takes on new importance and dimensions in the digital context. Cliff Lynch (2000, 2001) has explored the fundamental values represented by these characteristics—for example, the determination of provenance of an object, assurance that the digital object is what it purports to be, and codification of the version or instance of an object. These functions, which may have been largely handled through description (e.g., cataloging of fixed objects) in the print arena, now take on new proportions in the more dynamic digital context. While capabilities exist to capture information about these basic characteristics, more robust systems will be essential in the future. And, as Lynch (2001) suggests, the development of a technology framework to establish trust within a community may actually pose dangers of censorship and control, requiring that the system mechanisms that differentiate content be sufficiently transparent to users.

Equally important will be the codification of responsibilities in ensuring long-term access through sustainable archives. As Waters points out elsewhere in this book, there may be risks associated with consumer- or producer- (publisher) driven archives. Libraries may be uniquely motivated to ensure the longevity of the cultural record, yet are also constrained by legal and economic forces.

In the models described here as “control zone,” the library role remains relatively well bounded—that is, typically acting on behalf of or in response to the needs of the client group. While new forms or methods of scholarly communication may result, the motivating forces remain largely within the discipline community and its associated publishing organizations.

The Library as Systems and Services
As digital libraries have evolved, there have been concurrent developments in technology applications. These developments have included progress in creating structure and functionality of content, in the
intelligence of systems of description and retrieval, and in interoperable architectures to enable federation of distributed resources. Libraries have made considerable investment in these areas, often in partnership with technology or research organizations. As these investments mature, libraries have shifted emphasis from management of digital products of scholarship to understanding content, its use, and associated users in order to develop more robust and useful digital environments. These explorations reflect a second model for library roles—that is, more engaged in adding value, in harnessing the potential of content and systems for particular user communities, and in creating tools for more complex exploitation of content by individual scholars and communities of scholars.

The Digital Library Federation’s Aquifer project reflects this next level of engagement. With more structured content and protocols for dissemination, the potential exists to share richer digital masters of content and thereby enable local manipulation, analysis, and new capabilities for research. A key element in the Aquifer plan is the essential repurposing of content for multiple uses and users with a goal of nurturing new scholarship and new forms of scholarship. Through Aquifer, libraries will be developing the protocols for this deeper sharing and establishing the interlibrary and interinstitutional rules of repurposing content.

Other examples of libraries attending to the use dimensions of digital content include instances where socially based cues (e.g., collaborative or social filtering, and recommender systems) or semantic structures are incorporated in information systems. Here we see the library taking on a more overt role in shaping the discovery environment through complex associative and interpretive structures. These structures, in turn, enable associations between digital objects and potentially between resources of different disciplines. The semantic web, as specified, would bring together metadata and a framework of relationships between digital terms and objects. W3C’s Semantic Web lead developer Eric Miller (2003) notes that a semantic framework will enable collaboration by creating the structure to document the flow of data, information, and knowledge: “the steps, social and automatic, by which the associated information evolved.” This articulation of relationships is an important step for libraries in addressing issues associated with communication processes versus the products of scholarship.

In an analysis of ontologies and their potential for new forms of library service, Atkinson (2003) describes capabilities for specifying the rela-
tionship among multiple metadata descriptions through an articulation of the events in a resource’s life cycle. This would enable interoperability among different metadata schema that serve different disciplines and purposes—in other words, that could stimulate interdiscipline connections. Events, as specified in the ontology, might include actions on content such as modification, compilation, extraction, or derivation. This framework allows tracking a work to its origins, but tracking variations in the history of the work, too. Such a framework should also allow a user to trace the evolution of a concept over time. Atkinson further explores two types of library service that might be created, an analytic service (to essentially identify the origin and integrity of a work) and a synthetic service (to allow the user to combine the contents of different objects and create new contexts for them):

The synthetic service is therefore in some ways the exact opposite of the analytical one. The analytical service is more observational, seeking not to disturb objects, but to observe them, so to speak, in their natural habitat—rather like a delicate archaeological dig. The synthetic service, on the other hand, has the potential to pull objects to pieces, recombining parts of them into new forms, disregarding in some cases even the intentions of their original creators. In the synthetic service, the purpose of objects is to serve as building blocks for new user creations.

A certain amount of “damage” to a personal database could be done in the course of the kind of recontextualization made possible by such a synthetic service. One role the library plays, therefore, is the same as that for the analytical service—to serve as the protected space to which the user can always return to find the original intact. (p. 169)

This description captures a significant and complex role (which, it should be noted, is proposed rather than operational) wherein the library provides the capacity to document processes of scholarly communication and enable the repurposing and transformation of scholarship over time. In this case, the library role in explicating and enabling scholarly communication proceeds in tandem with the communication itself. For example, the DLF Aquifer project would facilitate reuse of digital content in ways that transform the object into a new manifestation. That repurposing could be captured and described so as to document the processes for future scholarship.

The model reflected in these examples presents the library as facilitator of scholarship and potentially of new forms of scholarship. Often acting in partnership with disciplines, the goal is adding value or utility to the content and, in the future, the processes. An important
characteristic that emerges in the event-based example is the library’s role in capturing the communication process and, in so doing, playing a much more integrated role in that process.

Library as Catalyst
New models of collaboration are evident as discipline communities exploit technologies and the possibilities technology affords for informal and formal exchange. The University of Virginia, for example, has advanced the concept of information communities as part of the library’s overall strategic planning framework. Each information-community project brings together distributed content, distributed content providers and organizations, and relevant communication and analytic tools to serve a particular discipline community. The community may include students, faculty, researchers, librarians, information specialists, and citizens with a common interest in a particular thematic area. Examples include an American Studies information community and a Tibetan and Himalayan community, each with diverse participants and users.

The information community includes content resources built by faculty and the library based on local and remote collections, online finding aids for physical library collections, and digital objects licensed for campus use. Tools might include software to create concordances, translation capabilities, or geographic resources, depending on the community need. “Features” promote research themes, events, and activities involving or of interest to the community’s members. An e-mail list and an online discussion forum are incorporated to stimulate dialogue and collaboration. The capability exists to allow participants to register their own digital projects and tools.

The University of Virginia describes these information communities as “learning and teaching environments” developed around a particular subject domain, with the expressed goal of fostering interdisciplinary and collaborative research and publication. Perhaps most significant, the system and services are explicitly designed to serve a social role as catalyst for an interdisciplinary community. This is a far more intrusive role for the library than its traditional role.

This integration of content, services, data, and tools begins to mirror the construct of a collaboratory for focused research communities. Collaboratories have been defined as “tool-oriented computing and communication systems to support scientific collaboration.” For example, the Space Physics and Aeronomy Research Collaboratory provides an
This collaboratory incorporates the ability to control remote instrumentation, to review and collaboratively analyze observational data of atmospheric events, to create and archive vast amounts of research data, and to use tools to manipulate the data. These types of robust information environments are also envisioned in the recent NSF Cyberinfrastructure report.

While libraries have not been players in research-collaboratory development, the Virginia concept suggests a potential role. In this capacity, the library is called on to comprehend and engage the needs of a community, knitting together content, technology, tools, and people. This is a critical social role and has the potential to motivate change within a community. One could also imagine these online environments incorporating the interpretive and semantic functions described above to enhance the utility of content and to document processes over time.

This model of “library as catalyst” reflects two key elements. The library works in collaboration with other stakeholders (scholars, publishers, organizations) and potentially serves as an agent of change in the context of the newly created scholarly communication environment. Library functions are fully part of the overall process of scholarly activity within the environment; in fact, it may be difficult to define what is “library” within the online-community context. The imperative, however, is gauging and engaging the discipline and its norms for communication and interaction.

In this model, the library’s role builds on distributed technologies and open paradigms, but it is also fully engaged in the processes of communication within the community. The boundaries between traditional stakeholders are permeable, enabling interactions between creators, producers, libraries, and users of resources. Unlike the “control zone” and “systems and services” models, the library’s role extends beyond acting on scholarly products and processes to working within the processes. The outcome of such engagement is a library that is a useful and purposeful collaborator within the discipline.

Concluding Remarks

The exploration of library roles in the scholarly information commons suggests there is no one model that will emerge in the foreseeable future. Since disciplines vary in terms of the degree of openness to change, the
potential for libraries to engage within these communities will vary as
well. Characteristics of each discipline, including existing norms of com-
munication and publication, may inhibit adoption of new models within
a community or enable a willing response to new opportunities. Exis-
ting control of communication processes by scholarly/professional organ-
izations and publishers also carries significant weight, as do more general
legal and economic constraints.

I have discussed the forces that are prompting change, including the
technology and social forces enabling traditional products and processes
to be unbound, to be enabled for change. This exploration of three arche-
typal models for library engagement—a focus on “control,” on systems
and services, or as a catalyst for change—also suggests several core chal-
 lenges for the future.

The library community has already invested in significant experimen-
tation, and partnerships with the research community have yielded
important new capabilities to further development. However, one area
for attention that has been largely absent from research agendas is
further exploration of academic cultures in general and discipline
cultures in particular. As described, this is a critical element in the
comprehension, design, and catalyzing of new models of scholarly com-
munication. Analyses similar to the anthropological work of Traweek
that shed light on a community’s communication norms could inform
the development of more agile and community-sensitive information
environments. A number of Mellon Foundation–sponsored projects
explore dimensions of these issues. Scholarly communication institutes
have brought together scholars (e.g., in the field of practical ethics), tech-
nologists, and librarians to explore new venues for publishing. The Uni-
versity of California at Santa Barbara has received support to investigate
informatics research needs and behaviors on campus as background for
developing data-intensive services and archives.11 A recent award to the
University of Minnesota Libraries will similarly enable assessment of
research behaviors and preferences in order to design programs that
better integrate expertise, technology, content, and specialized facilities
for particular disciplines.12

In a recent address, Cliff Lynch (2005) describes the increasingly spe-
cialized interests of disciplines for academic technologies and the result-
ing distribution (fragmentation) of campus services. Lynch notes that
these emerging needs require “a set of expertises that are more common
in disciplinary informatics, in library and information science, in
archives, in records management, in knowledge management, and a whole complex of fields. . . . One of our challenges perhaps is how to align our organizations to deliver these kinds of services.” Analyses of emerging discipline-based technologies and of the requisite expertise to develop and sustain these tools and systems will be critical in shaping future contexts for scholarly activity.

A second obvious arena for research and investment involves the development of the semantic and interpretive structures and tools that will enable libraries and scholarly communities to create the systems to document and potentially manage scholarly-communication processes. As the emphasis on process takes greater shape, existing schema and tools will prove inadequate. Existing formal schema may also be enhanced by new methods of social computing, enabling user input as well.

A third area for focused investment involves the necessary structure(s) to coalesce library resources and expertise. Organizations such as the Digital Library Federation have brought attention to the variability and distribution of library capacity—that is, technology infrastructure, expertise, and potential for expanded effort. Coordinating resources and leveraging investments require a new framework for federated governance of multiple library partners. These challenges are magnified further as groups of libraries pursue collaboration with communities and associated organizations.

Understanding communities, developing new interpretive systems, and framing interorganizational models for collaboration are three critical areas where collective attention could make a difference in facilitating collaboration in the commons.

In closing, consider the following question from OCLC’s (2003) Environmental Scan report:

What if libraries . . . and all the other players in the world of structured access to information erased the organizational charts, the artificial separations of content, the visible taxonomies, and the other edifices real or otherwise built to bring order and rationality to what we perceive as a chaotic universe? What if we built an infosphere rich in content and context that was easy to use, ubiquitous and integrated, designed to become woven into the fabric of people’s lives; people looking for answers, meaning and authoritative, trustable results?

This question underscores the key themes. The future roles for libraries are associated both with traditional roles of content stewardship and increasingly with shaping community-based digital contexts for inquiry. The overarching challenge is to create the ubiquitous and integrated
information communities that will serve scholars of today and at the same time enable the products and processes of scholarly communication for tomorrow. In so doing, attention to community norms and emerging interests is essential. Libraries have a critical role to play in exercising control, in adding value, and—increasingly—in catalyzing change.

Notes

1. See Lougee 2002 for an exploration of the impact of distributed computing and open models on classic functions of libraries: collection development, access, and service.
2. Information about RePEc can be found at http://www.repec.org/.
4. Additional information and analysis of STKE can be found at http://stke.sciencemag.org/.
5. The decision on prepublication posting shifted to the discretion of individual APA journal editors.
6. In these examples, the library’s expertise with respect to content, technology, and users is brought to bear in designing new products and distribution systems. The library role is largely in service to the production of products conceived or developed by other stakeholders.
7. While the initial NSF Digital Library Initiatives had modest library involvement, over time library presence has been increasingly evident and the research projects have moved from testbeds to more operational settings.
10. Information on SPARC can be found at http://www.windows.ucar.edu/sparc/.
12. See http://www.lib.umn.edu/about/mellon/.
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EconPort: Creating and Maintaining a Knowledge Commons

James C. Cox and J. Todd Swarthout

Public and academic libraries are traditionally designed and run by librarians and information specialists. The advent of the World Wide Web, however, gave the capacity to build useful libraries to anyone with subject knowledge and information-technological expertise. This chapter focuses on an open-access digital library of microeconomics for students, teachers, researchers, and the general public. This digital library, EconPort (http://www.econport.org), is a new knowledge commons.

EconPort was created, beginning in 2002, by a team from the Economic Science Laboratory (http://www.econlab.arizona.edu) and the Artificial Intelligence Lab (http://www.ailab.arizona.edu) at the University of Arizona, under a grant from the National Science Digital Library (http://www.nsdl.org) initiative of the National Science Foundation. The goal of the project was to provide microeconomics educational resources to the public, with a particular focus on the use of microeconomics experiments in learning, teaching, and research. Although the use of microeconomics experiments in teaching had increased significantly during the previous several years, most instructors still faced formidable difficulties when trying to use an array of experiments in their classes. It is this problem, widely shared at other educational institutions, and the experience of creating and using experiments for both teaching and research at the Economic Science Laboratory (ESL), that led the ESL team and other colleagues at the University of Arizona to undertake the creation of EconPort.

Two developments in public policy provided supporting conditions for the creation of EconPort. One was passage by direct democracy of Proposition 301, an initiative by Arizona voters in which they implemented a twenty-year increase in the state sales tax with revenues earmarked to support technology education (at all levels, including K
through 12 and the state universities). The other policy development was the National Science Foundation’s digital library initiative. In response to the need to develop a plan for spending its part of Proposition 301 funds, the dean of the Eller College of Management at the University of Arizona appointed a faculty committee with responsibility to make recommendations to the dean “on the use of Proposition 301 funds” and on ways to promote collaborative work involving information technology researchers and researchers from more traditional disciplines, including economics. The committee included among its members James Cox (coauthor of this chapter) from the Department of Economics and Hsinchun Chen from the Department of Management Information Systems. Cox is an experimental economist and Chen is an information technologist specializing in databases and digital libraries. Following their interaction on the dean’s committee, Cox and Chen led a group of colleagues in the Eller College—including Todd Swarthout (coauthor of this chapter)—that submitted a successful proposal to NSF’s digital library initiative to create a microeconomics digital library named EconPort. The incentives of the team members for creation and maintenance of EconPort differed depending on their academic disciplines; they are discussed below.

This chapter describes the content of EconPort and the educational philosophy that underlay its creation. However, the main focus of the chapter is the use of EconPort as a case study of the effectiveness of incentives for creation, maintenance, and utilization of a specific type of knowledge commons.

**Microeconomics and Experiments**

Microeconomics is the study of individual economic agents such as consumers and firms; how those individual agents interact with each other in markets; the properties of different kinds of markets such as perfectly competitive markets, monopolies, and imperfectly competitive markets; and how distinct markets are aggregated to form an economy. The study of microeconomics dates at least as far back as Adam Smith’s (1776) classic work. Throughout much of its history, microeconomics has followed Smith’s (1776) lead in seeking to explain how, and under what conditions, markets can harness the motivating drive of economic self-interest to promote the common good. In more recent decades, some areas of microeconomics have adopted the approach of game theory (von Neumann and
Morgenstern 1947; Nash 1950), which models the interaction of economic agents in terms of each agent adopting a strategy that is the best reply to the strategies of competing agents. Recently there has been a return to an even earlier theme of Adam Smith’s (1759), in the development by experimental economists of a body of data to guide creation of models of agents characterized by a richer set of motivations that includes trust, reciprocity, and altruism (see, for examples, Cox 2004; Cox, Friedman, and Gjerstad forthcoming), in addition to the economic self-interest focused on in Smith’s (1776) more widely quoted, later book.

Experimental economics involves the design and implementation of experiments involving human agents in order to study economic behavior and the properties of economic institutions, such as markets of various types, under controlled conditions. Economics experiments are run both in laboratories, such as the Economic Science Laboratory, and recently in field environments, including naturally occurring markets such as eBay. The use of controlled experiments makes it possible to test theoretical models and thereby facilitate the development of microeconomics as an empirical science.

Experimental methods in microeconomics were developed for research, but it was recognized fairly early that experiments could be valuable as a teaching and learning method. For many years, economists using experiments in teaching could cite only their own experience to support the conclusion that class experiments are an effective teaching method. There is now better support for that conclusion.

Microeconomics Experiments as a Teaching Method

The benefits of using experiments in teaching economics have been reported in several articles in professional journals (see Emerson and Taylor 2004), as well as widely discussed informally at professional gatherings. There are several reasons to expect even better learning outcomes with computerized market experiments than with typical hand-run experiments (see Bergstrom and Miller 2000 for a textbook presentation of several hand-run experiments). One advantage is that trades are faster with computerized experiments. Faster trades mean that more trades per session are possible, which promotes better convergence to theoretically predicted outcomes and thereby better learning from market participation by the students. Another advantage is that computerized experiments can graphically represent trades relative to the underlying market
conditions (supply and demand) and automate analysis of market performance measures, such as price convergence and market efficiency. With sharper convergence to predicted outcomes and built-in graphics and analysis, the ability of instructors to describe experiment outcomes and relate outcomes to economic models is greatly enhanced. Computerized laboratory market experiments have a twenty-year history of use in experimental economics laboratories. By bringing such experiments to the Internet, and by integrating experiment software into a large array of other types of educational material, EconPort is a culmination of a decades-long development of experimental economics laboratories.

Experimental Economics Laboratories as Information Facilities

EconPort is a unique addition to the economics knowledge commons. As a digital library and archive, it is distinctive in that among the artifacts that it incorporates are multiperson interactive experimental economics software packages. These software packages support experiments involving human subjects. Such software is used both for research experiments and for teaching experiments designed to support student learning of economics. EconPort is also a unique experimental economics laboratory and an epistemic repository, which is described in more detail below. The historical development of experimental economics laboratories has distinct stages associated with the evolution of information technology.

Historical Development of Experimental Economics Laboratories

Edward Chamberlin is credited with running the first economics experiments while teaching economics at Harvard in the late 1940s. He subsequently published an article (Chamberlin 1948) reporting these experiments using the form of market now known as a double auction, which is a market institution (using New York Stock Exchange trading rules) that provides robust convergence of price and quantity outcomes consistent with economists’ model of a perfectly competitive market. These experiments, preceding the invention of modern information technology, were conducted with students in classrooms using paper, pencil, and chalkboard. Subsequent early double-auction experiments were also conducted with paper, pencil, and chalkboard by Vernon Smith (1962),
but general use of experimental markets in either research or teaching came much later.

In 1977, researchers at the University of Arizona developed the first computerized market experiments. Creating experimental economics software was an important step, since it allowed for the experiments to be run much more efficiently, and also provided the foundation to create more complex types of experiments than could realistically be conducted by paper, pencil, and chalkboard. The computer technology of the day relied on mainframe computers and “dumb” terminals connected by telephone line because this preceded the development of personal computers and local area networks. The use of this technology was both costly and fragile, and because of this, no other laboratories of this type were in existence.

In response to the above limitations and taking advantage of the increased availability of personal computers in the 1980s, the University of Arizona’s Economic Science Laboratory (ESL) was created in 1985 as both an administrative unit of the university and a dedicated physical laboratory containing a local area network of personal computers. ESL first used DOS-based software for running experiments. Development of specialized software packages for experiments and increasing use of these artifacts required a dedicated laboratory facility and staff for efficient running of research and teaching experiments.

Beginning in 1995 there was a gradual shift from DOS-based to Windows software for running experiments. Because the DOS-based and Windows software was designed to run on a local area network, it constituted a common educational resource only for the community of scholars physically in residence at the University of Arizona. The very local nature of the public-good elements of the resource made it relatively easy to solve the free-rider problem. However, this also limited use of the resource, which was a problem that was only marginally ameliorated by a few transfers of software to other dedicated laboratories.

The growth of the Internet has provided the foundation for building a twenty-first century virtual laboratory that could be used in research and education in economics anywhere in the world on the favored side of the digital divide. EconPort is a response to this opportunity to develop a new type of facility. There are a variety of other Internet economics facilities, none of which provide experiment software that is integrated with a wide array of other educational material.
Challenges in Creating an Economics Common Resource

Two types of challenges were encountered in the effort to construct EconPort: pedagogical challenges and technological challenges. The pedagogical challenges included the need to locate, evaluate, and select from the huge amount of microeconomics material available on the World Wide Web the artifacts that would be archived and organized by topic in EconPort. Another critical challenge was to find ways to make it easier for people to use microeconomics experiments, especially people with no prior experience with experiments.

The technological challenges that had to be overcome were related to creating new software systems needed for the site to function, including

- An archive of microeconomics artifacts that was Open Archives Initiative (OAI)-compliant so that it could be a component of the National Science Digital Library.
- A framework that makes experimental economics software easy to use over the Internet. This was a challenge because these software resources are not self-contained information but rather networked software that requires many simultaneous users to connect with one another. This was a significant challenge with regard to the typical types of information stored in a digital library. The EconPort framework does not just host program files that people download; instead this system handles almost all of the software-connection issues present when one is attempting to connect multiple computers to each other when they may be dispersed over the Internet.
- A software interface that allows additional external software to be easily added into the EconPort framework. Software technology inevitably changes over time, so we created an Applications Program Interface that allows externally created software artifacts to be incorporated into the EconPort facility, independent of programming language or paradigm.

EconPort: A Digital Library for Microeconomics Education

EconPort provides a wide variety of content and services for instructors and students.
An Online Experimental Economics Laboratory

EconPort’s software packages can be used in both dedicated experimental economics laboratories and in distance/decentralized online experiments in which participants are located in their dormitory rooms, apartments, coffeehouses, student computer laboratories, or a variety of other locations with Internet connectivity.

The insider-created software is programmed such that when an experiment is actually running, it does so independently of EconPort, thus creating no additional processing load on the EconPort server. This substantially ameliorates the congestion problems from use of the common educational resource. Use of the Java language for the experiment software provides cross-platform support and eliminates the need for any client or server software installation other than a one-time installation of the free Java software. EconPort currently provides software for running standard experiments used in teaching economics, including double auctions, extensive form games, normal form games, and one-sided auctions such as English, Dutch, first-price sealed-bid, and second-price sealed-bid auctions. New software is added whenever possible.

In addition to the actual experiment software, EconPort offers an infrastructure that simplifies configuring and running experiments. This infrastructure provides many “premade” configurations that can greatly reduce the time required to set up an experiment; these configurations are designed to illustrate and bring to life economic and game-theoretic principles. Also, experiment management tools and postexperiment analysis tools are provided to better support experiments originating on EconPort. Data from teaching and research experiments are archived on both EconPort and local machines used by experimenters. Users can archive their experiment data on the site.

An Underlying Educational Method

Advocacy of the use of the experiment software in EconPort for teaching economics is premised on published research that supports the effectiveness of this approach in teaching economics to undergraduates. EconPort supports this interactive approach by providing instructional material and an experimental economics software infrastructure. In addition to experiment software, EconPort incorporates an extensive array of created and collected artifacts, including the following.
A Searchable Portal
EconPort provides a searchable portal to existing online economics material. This gives users a central access point to instructional material for economics experiments, including economics content and motivation for the use of experiments in teaching, in addition to parameter sets designed to demonstrate specific economic principles. EconPort makes it easier to locate and use experimental software contained in EconPort and other facilities and to evaluate the relative merits of different software packages.

A Substantive Handbook
EconPort organizes much of its content by way of a handbook. The goal of the handbook is not simply to discuss economic concepts, but also to (1) provide a better understanding of the rationale for using economics experiments; (2) make it easier for users to select, understand, and use existing experimental tools; and (3) provide knowledge of how to interpret the results. The handbook is divided into major economics topic areas. Each handbook topic section provides (1) introductory concepts, (2) more advanced discussions, (3) experimental research in the area, (4) citations and suggested additional reading, and (5) related online resources.

A Glossary of Economics Terms
EconPort contains a glossary of economics terms. The glossary provides definitions of terms written by both the EconPort insider team and outside contributors. Outsider-provided artifacts include “Econterms”—a glossary of over 1,300 economics terms—and the “Experimental Economics Glossary” created by the University of Mannheim Experimental Economics Laboratory. The glossary is easy to search and linked to the handbook.

Other Collections
As a digital library, EconPort collects many types of artifacts created by outsiders. EconPort collects information on hundreds of economics resources found on the Internet, including off-site experiment software, interactive online tutorials, and essays on a variety of economics topics. EconPort provides (1) a single web portal to access these resources, (2) comprehensive search capabilities, (3) exposure to the National Science Digital Library, and (4) concept integration from these collected artifacts to the EconPort handbook.
EconPort as a (Globally Consumable) Local Public Good

EconPort is freely available on the Internet to every person in the world. In practical terms, this means that the economics educational content of EconPort can be consumed at a price of zero by anyone who reads and understands English and has access to a modern computer, with a browser, that is connected to the Internet. Furthermore, consumption of the central educational content of the experiment software requires the existence of a group of individuals, in communication with each other, each of whom satisfies the preceding qualifications and also has an interest in and ability to coordinate the use of the interactive experiment software to implement an economics experiment. Thus EconPort, even more than typical digital libraries without interactive content, is a public good available to be consumed only by some communities of users. In that sense, it is a local public good, albeit one that can be consumed by local communities that might possibly exist worldwide, or at least in all parts of the world with institutions of higher education.

EconPort as an Associational Knowledge Commons

As explained above, looked at from the demand or consumption side, EconPort is a local public good. We will now examine the supply side of EconPort. As is typical of digital libraries, the supply side of EconPort is best understood as a knowledge commons. Explanation of the particular type of commons that is characteristic of a digital library is helped by the distinction between a libertarian commons and an associational commons that is drawn by Levine in his contribution to this book. Open-source software is a supply-side example of a libertarian commons in that anyone is free to contribute content. In contrast, the supply side of a digital library such as EconPort is an example of an associational commons, albeit one subsidized by taxpayers through the National Science Foundation.

The effort to develop EconPort began with the writing of a grant proposal to the National Science Foundation by faculty and staff of the Economic Science Laboratory and the Artificial Intelligence Lab at the University of Arizona with an author of this chapter (Cox) as principal investigator. The motivations for creating EconPort of the economists associated with the Economic Science Laboratory differed from the motivations of the information technology specialists associated with the
Artificial Intelligence Lab. These distinct motivations created difficulties that had to be overcome during the initial development phase of EconPort and, more importantly, have implications for the sustainability of EconPort that provide a specific example of a problem generic to digital libraries.

The information technologists’ primary motivation was to create an OAI-compliant infrastructure for a digital library that was capable of supporting the “active objects” that constitute software for running experiments and that would provide a constituent part of the most recent stage in the development of the National Science Digital Library. This motivation implies a primary interest in the information technology content of the digital library and a possibly continuing interest in its further development that is conditional on the availability of funding for further work in information technology applications. The economists’ principal motivation was to create a state-of-the-art experimental economics facility that would provide the early twenty-first century stage in the historical development of experimental economics laboratories examined above. This motivation implies a primary interest in the economics content of the digital library and an unconditional continuing interest in its further development and use.

The artifacts contained in the EconPort facility have been explained above. Some of these artifacts were created by economists from the Economic Science Laboratory, while other artifacts were collected and archived by those insider economists. The collected artifacts were, of course, created by “outsiders”—other economists not formally associated with the Economic Science Laboratory. These outsiders contribute content to EconPort by allowing its collection, but they exercise little control over the facility itself and were not originally motivated to create content for a specific digital library.

**Incentives for ESL Insiders to Create EconPort**

Funding of the initial grant allowed the ESL a way to showcase and offer its expertise over the Internet to outsiders. Traditionally, the costs associated with packaging and providing the expertise possessed by a research facility may be too high to do it solely for the free benefit of outsiders. Previous NSF projects have focused on funding the development of specific types of software. In contrast, we saw an advantage not to develop software, but instead a framework that can host and offer a menu of software made by the ESL, as well as others. This
framework can then function as a virtual facility offering many different types of experimental economics software resources on the Internet.

Incentives for ESL Insiders to Continue Supporting EconPort
Since the ESL sees EconPort as a showcase product and a way to increase awareness of what ESL has always done, there is an incentive to support the project even after the period of initial funding. This arrangement of a research facility backing such a project may not be typical, because not all research facilities may possess the technical computer skills needed to maintain such a site. However, there is a definite advantage in terms of sustainability of having a research facility invest its resources in such a project—in this case, there is likely to be continued interest in the project even if direct funding for digital libraries is no longer available.

Further, we see the site as a resource we will indeed actively use within our facility, and not just an archive created for the general public. This gives us the incentive to not only work on the site while we are supported by the NSF, but also after the funding period. Obviously, the level of external support we receive will indeed influence the amount of support we are able to provide in the future.

Incentives for ESL Insiders to Provide Software to Outsiders
ESL has made available many of its software applications over the years. In the past, this practice was only marginally successful, because the technical knowledge required to make full use of the software was relatively costly. This led to relatively little incentive for the ESL to actively share our software, since the support during and after the transfer was costly.

The people in the past most able to make use of our software tools were those at one of the few other experimental economics labs, because there was sufficient in-house technical and experimental economics knowledge. However, there were likely reasons why some labs had an incentive not to use software developed by others—the recipient lab perhaps would not want to give the impression that it was unable to create its own software.

With the development of EconPort as a platform from which experiment software can be run, the marginal cost of offering experiment software is now much lower—both for the ESL and for other developers. EconPort was designed to allow new pieces of experiment software to be easily added. Experiment software need not even reside on the
EconPort server; instead, EconPort can simply serve as an organizer and portal for the integrated software.

**Incentive for the Artificial Intelligence Lab to Work on the Project**
The incentive for this group, which is likely a very similar incentive for most groups taking on such a project, is the existence of grant funding. Additionally, the AI team was motivated by the challenge created by the technological problems of providing a framework for experiments, or providing a digital library for nonstandard digital resources such as experiment software. However, the AI team does not use the EconPort facility in its teaching or research, in contrast to the economists on the ESL team, who do use this facility in their continuing professional work. Thus the AI team does not have an incentive for maintenance and further development of EconPort, as an end in itself, in contrast to the ESL team, which has a professional self-interest in sustaining the facility.

**Incentives for Outsiders to Contribute Software**
Some owners of artifacts have contributed them to be hosted by EconPort—for example, the economics glossaries now fully integrated into the facility. In contrast, outsiders have not been contributing software to EconPort to date, even though there have been invitations to contribute—and given that the Application Program Interface makes the facility accommodating to a variety of software programming languages. This problem in expanding the association of contributors could be caused by several factors, such as potential contributors fearing that their work would become disassociated from their identities when the material is integrated into EconPort. Also, potential contributors could fear that EconPort will not be sustained, and that associating with such a site would not be wise—a likely problem for any collection activity, especially when the project is in its earlier stages.

To encourage contributions, we promise to give accreditation to contributors and preserve identification of artifacts with their creators. Examples of this are provided by the glossaries EconPort hosts. Given the, to date, limited success of this approach, we employ a secondary method to collect material that does not require the content to be hosted on EconPort—we collect pointers to the location of the information elsewhere on the Internet, and provide extra classification information with the pointer. This allows us to virtually collect information across the
Internet without the requirement to host the material on the EconPort server. Subsequently, EconPort serves as a central gateway for a variety of annotated links covering microeconomics and relays this information. Additionally, this classification information is OAI-compliant, meaning that OAI harvesting engines (such as NSDL and Yahoo) can collect it and repackage it within search engine databases.

**Sustainability: Fostering a User Community and Workshop Dissemination**

Fostering and supporting a user community is a strategy that will help to ensure success of the facility. This process can encourage development of a group of scholars who care about the site and thus become potential contributors of artifacts. We can identify users that have a particularly strong interest in the site, and thus target invitations to contribute. EconPort tracks users in two general ways. Professors must register to make use of the experiment software, because this allows us to keep their information private and available only to them via a login procedure. As of June 2006, over 500 people have registered to use the EconPort software. Since we began tracking site usage in February 2005, EconPort has averaged over 300 sessions per day (a session consists of all the pages viewed by a user on a single visit to a website).

One way that we will strive to foster more informed users is by holding a series of workshops funded by a new NSF national dissemination grant. The planned national dissemination consists of a series of workshops during 2006–2009, a few at our home university and more in association with professional conferences. The workshops will teach invited faculty how to use the online educational resources of EconPort in teaching economics at their home universities. Workshop participants who are interested will be invited to contribute data measuring effectiveness of the use of experiments in teaching, as measured in matched sections taught with and without experiments, similar to the 2004 Emerson and Taylor study.

We are currently developing additional resources on EconPort to allow our users to interact as an online community. We are considering several options to aid us in this, including

- Forum software to allow our users to interact with us and one another on discussion boards on our site.
• Tools to allow users to build and annotate custom sets of resources on our site, and then share these sets with one another. These information sets could cover a specific topic used in a classroom, a specific type of experiment, and so on.
• Creation of a better way for users to contribute materials to the site. Currently, we have a feedback mechanism that allows anyone to suggest new information for the site, but we would like to expand and automate this procedure, to make it easier and less costly to add new information that site users identify. The difficulty with doing this is obviously quality control.

Conclusion

The development of the Internet has made many types of resources available to large numbers of people—often for free. In academia, many projects have been undertaken to digitize, archive, and present information artifacts in ways that ease access to these resources. Such projects often face sustainability problems, however, when initial funding has ended. By engaging in a large-scale project to create and maintain a digital library for microeconomics education, the EconPort team at the Economic Science Laboratory applied its expertise in microeconomics, experimental economics, and information technology in a way that was consistent with its professional self-interest. Having professionals associated with a research institution such as the Economic Science Laboratory create and maintain such an information commons may be an important factor in sustainability, especially if the professionals affiliated with the facility actively use the resource in their normal activities.

As discussed in many of the earlier chapters, sustainability of digital libraries is a serious problem once initial funding by external granting agencies has been fully utilized. As evidenced by recent developments with the EconPort team, universities are not always willing to allocate sufficient funds to ensure the long-term sustainability of knowledge commons, even when they have been evaluated highly. In response to severe budget cuts at the Eller College of the University of Arizona, the authors of this chapter have relocated to the Andrew Young School of Policy Studies (AYSPS) at Georgia State University. Responsibility for maintenance and development of EconPort will remain with the authors and next be housed at the new Experimental Economics Center (http://excen.gsu.edu) at AYSPS, ensuring the continuing provision of
EconPort for the near future. We will be working with colleagues at other universities on the central issues of long-term sustainability beyond the professional lives of the creators of this knowledge commons. We hope that we can report in the future that we have developed an effective strategy to make this digital library sustainable for the long run.
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